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1 Introduction
Dell EMC provides customers with the most efficient use of current networking equipment at the lowest cost,
while still providing today’s great new technologies focused around the explosive data growth in the industry.
Various application demands have driven the need for increased bandwidth, lower latency infrastructures in
today’s networks. Dell EMC’s portfolio covers all these key areas to provide the best in service and customer
experience.

Today’s businesses find it difficult to keep pace with the changing networking and enterprise landscape. With
limited resources, they must support a variety of devices that provide key business functions, deliver IT
services that are reliable and flexible, and provide discernible cost savings.
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Figure 1 Networking architecture overview

- 3

The Dell PowerEdge FX architecture is a revolutionary approach to shared infrastructure for Enterprise
Computing. It combines the density and innovative agility of hyperscale computing with the ease of use and
efficiency of advanced management technologies. The FX2 chassis provides a straightforward, modular
approach to infrastructure and introduces a more practical way to manage the complex IT needs of

businesses.

This guide focuses on data center Ethernet and storage Fibre Channel (FC) networks (Figure 1). In particular,
the ability of the FN2210S 1/0 Module to handle Ethernet and Fibre Channel traffic while also providing fabric

services that enables direct connectivity to FC storage.
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Figure 2  Traffic in a typical environment

In a typical environment (Figure 2), storage traffic goes from the FN IOM to an intermediate Fibre Channel
Forwarder (FCF) switch in the storage network. The FCF provides fabric services and storage connectivity.
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Figure 3  Traffic in the topology covered in this guide - direct storage connection

This guide presents the fabric services (or F_Port) feature provided in the Dell Networking Operating System
(DNOS) 9.10. This feature enables the FN2210S to have direct connectivity to Fibre Channel storage devices
(Figure 3).
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Typographical conventions

Monospace Text CLI examples

Underlined Monospace Text CLI examples that word wrap. This text should be entered as a single

command.
Italic Monospace Text Variables in CLI examples
Bold Monospace Text Commands entered at the CLI prompt
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2

2.1

Hardware

In this section, the hardware used to validate the topology outlined in this deployment guide is briefly
discussed.

Note: Refer to Appendix A for specific firmware and driver versions used.

The Dell PowerEdge FX2 and supported modules

Introducing the Dell FX Architecture, a great way to bring optimized workloads, maximize efficiency, and
simplify complexity in today’s data center.

Figure 4  Dell PowerEdge FX2

The Dell FX2 enclosure is unique in its modular capabilities that come in a compact 2U size. This innovative
design combines the density and efficiency of blade servers with the simplicity and cost benefits of the smaller
rack-based server systems.

Figure 5 FX2 chassis with FN IOM (FN410S shown)
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A compact, converged
computing infrastructure

Figure 8  FX2 compute and networking modules

Flexible resources for every workload
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Figure 7 FX2 module descriptions

Dell PowerEdge FX2 — FN 1/O Module - Fibre Channel Storage Direct Connect Deployment Guide | version 1.2 DELLEMC



2.2 FN I/O modules

The PowerEdge FX2 is a chassis capable of housing compute, network, and storage modules. The network
modules, referred to as one of three FN 1/0O Modules (FN IOMs), behave as traditional network switches that
are housed in the rear of the FX2 chassis. All three FN IOM options (Figure 8), offer network services for both
the Ethernet and storage fabrics in a data center. While the FN2210S is used in this deployment guide, Dell
EMC offers three options of FN IOMs providing plug-and-play Ethernet as well as LAN/SAN convergence with
iISCSI and Fibre Channel over Ethernet (FCoE).

8 x 10GbE KR internal facing

FN410S

4-port SFP+ 1/0 module

Provides 4 ports of SFP+ 10GbE connectivity.
USB Console Supports optical and DAC cable media.

== [ I [ &=

USB Storage

4 x 10GbE SFP+ external facing
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Provides 4 ports of 10GBASE-T connectivity.
USB Console Supports cost effective copper media up to 100

DD m metrs
USB Storage

4 x 10GBASE-T external facing

8 x 10GbE KR internal facing
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4-port Combo FC/Ethernet I/O module
Delivers up to 2 ports of 2, 4, or 8Gbit/s Fibre

USB Console Channel. Ethernet is provided by 2 ports of
E - - - - SFP+ 10GbE connectivity. Supports optical and
USB Storage DAC cable media.
2 x 2-,4-,8-Gbit/s FC SFP+
2 x 10GbE SFP+

Figure 8  FN I/O modules
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Dell Storage SC8000 Controller

The Dell Storage (formerly Compellent) SC8000 Controller (Figure 9) is a high-performance, efficient, and
scalable data storage platform. It supports simultaneous iSCSI, Fibre Channel (FC) and Fibre Channel over
Ethernet (FCoE) front-end interconnects. In this guide, the SC8000 is used with dual controllers for high
availability (HA). The SC8000 can support 960 drives (3PB raw capacity) per dual-controller system.

Figure 9 Dell Storage SC8000 Controller

Dell Networking S4810 Managed Switch

The Dell Networking S4810 10/40GbE switch (Figure 10) is a high-density Top-of-Rack (ToR) that features 48
x 10GbE and 4 x 40GbE ports. The 1U S4810 enables streamlined connectivity, low latency operation and
includes support for Virtual Link Trunking (VLT). VLT eliminates spanning tree protocol (STP) blocked ports
and provides fast convergence if a link or device fails.

Figure 10 Dell Networking S4810
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3 Initial out-of-box connectivity check and default settings

The environment documented in this guide covers an Ethernet/Fibre Channel architecture. However, many
times there is a need to simply bring up a single networking connection.

Out of the box, the FN IOM is configured in Standalone mode with the applicable default settings. All server
facing network ports are shut down until an uplink port channel to the ToR (top of rack) switch is operational.
This is due to a feature called Uplink Failure Detection, whereby, when upstream connectivity fails, the FN
IOM disables the downstream (server-facing) links. This feature is essential for fail-over between two ports on
the same network adapter.

If you wish to bring up the network connections to your servers before getting started with this guide, please
follow the steps in Appendix F.

For more information on Uplink Failure Detection, see the Dell PowerEdge FN I/O Module Configuration
Guide.
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Configuration overview

Servers in FX2 chassis

This guide was developed using two FC630 servers installed in a single PowerEdge FX2 chassis. The table
below summarizes the server configuration.

Table 1 Sever configurations

Server [ FX2 Slot

Operating System

Converged Network Adapter (CNA)

FC630/ Slot 1

Windows Server 2012 R2

Emulex OCm14102-U4-D 10Gh bNDC

FC630/ Slot 2

VMWare ESXi 6.0 (WS2012 R2 guest
0S)

QLogic BCM57810S 10Gh bNDC

For redundancy, MPIO (Multi-Path 10) is configured in the server Operating Systems.

FN2210S port numbering

Each FN IOM has eight internal ports numbered 1-8 for connections to servers installed in the FX2 chassis,
and four external ports numbered 9-12 for connections to upstream devices.

On the FN2210S, these ports are as follows:

e Internal ports 1-8 are 10 Gb Ethernet (abbreviated te 0/1-8).
e External ports 9 and 10 are 2/4/8 Gb Fibre Channel (abbreviated fi 0/9 and fi 0/10).
o External ports 11 and 12 are 10 Gb Ethernet (abbreviated te 0/11 and te 0/12).

For more details on how the eight internal FN IOM ports are allocated based on installed servers and CNAs,

see Appendix C.

Ethernet LAN topology
The figures below represent the Ethernet LAN (non-storage) topology used in this guide. The dashed lines
from the FC630 servers to the FN2210S represent the internal, connections that carry TCP/IP as well as

FCoE traffic inside the FX2 Chassis.

Dell PowerEdge FX2 — FN I/0O Module - Fibre Channel Storage Direct Connect Deployment Guide | version 1.2
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In Figure 11, the Emulex CNA ports 1 and 2 of the FC630 server in slot 1 of the FX2 chassis are connected
to internal ports te 0/1 on FN2210S-A1 and FN2210S-A2:

FX2 chassis

=

‘
(e ot ]
(

\J
te0/12 | [te0/2

@ FN2210S-Al

Emulex port 1 7

fr

FC630
slot 1

Po 128
Emulex port 2 ~ ~ te 0/11

A

FN2210S-A2

|_‘te 0/12 te 0/2

.

g g

Figure 11 FC630 slot 1 Ethernet LAN topology

In Figure 12, QLogic ports 1 and 2 of the FC630 in slot 2 of the same FX2 chassis are connected to internal
ports te 0/3 on the same two FN2210S switches:

( FX2 chassis ) ..................

@ FN2210S-Al

Qlogic port 1 /
7

. FC630 ' i
slot 2 E
[Qogicportz | [te 0/11 ]
A
te0/3

FN2210S-A2

[ |
:rte 0/12 v [te 0/2

,eee=ee=ecccccccccccccccccccccccccccccccccccccanaaaa,

L S 2

Figure 12 FC630 slot 2 Ethernet topology

On both of the FN2210S switches, external Ethernet ports te 0/11 and te 0/12 are combined in LACP (Link
Aggregation Control Protocol) port channel 128 (Po 128) which is connected to a corresponding port channel
on an S4810 ToR switch. The S4810 switches are in turn connected to the upstream network (not shown).
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Storage topology

The next figure covers the FCoE/FC storage topology used in this guide. Both external Fibre Channel ports
(Fi 0/9 and Fi 0/10) on each FN2210S are directly connected as shown to two different controllers in the
SC8000. This provides multipathing and redundancy.

A FIP (FCoE Initialization Protocol) snooping session is established between the server's CNA and the
FN2210S. FIP allows the CNA to discover the FCF (Fibre Channel Forwarder) and the FCoE VLAN to use to
connect to it. The FN2210S with F_Port enabled becomes the FCF, providing fabric services and eliminating
the need for an additional FCF switch.

The direct storage connections from the FN2210S to FC storage are only possible if the F_Port feature
available in DNOS 9.10 is enabled. This is covered in the EN2210S Configuration section.

Note: For clarity, Figure 13 only shows a single FC630, its internal connections and the external storage
connections. Not shown are the second FC630 and the four external connections to the S4810 ToR
switches.

Note: The storage array Fibre Channel HBAs (host bus adapters) in this example are located in slot 5 of
each SCB8000 controller. Ports 1 and 2 are used on both. The actual slot/port numbers on the storage side
varies depending on the array’s numbering system and the actual slots/ports used.

I

( FX2 chassis

g e X

Figure 13 Storage topology

DA LEMC



51

16

Converged Network Adapters

As covered earlier in the Servers in FX2 Chassis section, this guide uses an Emulex 5 CNA in a server
running Windows 2012 R2, and a QLogic converged network adapter (CNA) in a server running ESXi 6.0.

CNA Configuration

For information on configuring the Emulex or QLogic CNAs as used in this guide, please see the relevant
attachment.

Table 2 Converged network adapter configuration guides

CNA Type Attachment Name
Emulex OCm14102 CNA_Emulex_OCm14102_FCoE_v1.1.pdf
QLogic BCM57810 QLogic_BCM578xx_FCoE_LC_v2.1.pdf

Note: For information on fine-tuning CNA settings specifically for use with SC-Series Storage arrays,
see the Dell Storage Center System Manager Administrator’s Guide available at
customer.compellent.com (account required).

Dell PowerEdge FX2 — FN I/0O Module - Fibre Channel Storage Direct Connect Deployment Guide | version 1.2 DALLEMC
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CNA FCoE port WWN determination

Properly configuring a storage LUN to be presented to a server requires the CNA FCoE port World Wide
Name (WWN). One method is to obtain the FCoE port WWN through the Chassis Management Controller
(CMC) of the PowerEdge FX2 chassis. Initial deployment of the FX2 must be completed before continuing
with these steps.

1. Enter the IP address of the CMC into a browser and log in (username root, password calvin).

2. Inthe left pane of the GUI, select Server Overview. See Figure 14.

3. Once the Server Overview page is populated, select WWN/MAC in the top pane. The screen shows
the WWNs and MAC addresses for all servers in the chassis.

4. Filter the results by selecting Fibrechannel under Protocol. For our configuration, we need the
FCoE-WWN for the servers in slots 1 and 2.

5. Next to SLOT-01, note the first FCoE-WWN listed next to Fabric Al and the first FCoE-WWN listed
next to Fabric A2. Repeat for SLOT-02. The required FCoE-WWNSs for this example are circled in
Figure 14. Repeat for additional servers if needed.

oller Enterprise
CMC-fn120ch Properties Setup Power Troubleshoofing Update
PowerEdge FX2
root, Administrator Status WWN/MAC
B Chassis Overview Server Slot Fabric Protocol WWHN/MAC Addresses
Chassis Controller [ Al Servers v| [AllFabrics ¥ Fibrechannel v Search by WWN/MAC Addi
— v Server Overview " - 1
: ~ | SLOT-01 (WIN-IEBPQITE09G) —| A1 P ——
' ! FCoE-WWN 10:00:00:90:FA:87:1EET
E} WINAEBPQIT609G o 7 ]
[FA tocalhost (Computs FCoE-WWN 10:00:00:90:FA:87:1EE8
[EN SLOT-03 (Compute FCOE-WWN 10:00:00:90:FAST1E:EQD
E¥ 5LOT-04 (Compute 2
I 1O Module Overview FCoE-WWN 10:00:00:90:FA:87:1EEF
X1 10 GbE KR FCoE-WWN 10:00:00:90:FA:87:1E:FO
[¥1 10 GbE KR FCOE-WWN 10:00:00:90:FABT-1E:F1
Front Panel — :
Fans =| SLOT-02 {localhost) =4 FCoE-WWN 20:01:54:9F:35:17:1F4D |
Power Supplies FCoE-WWN 20:01:54:0F:35:17:1F:51
Temperature Sensors
pe FCoE-WWN 20:01:54:0F:35:17:1F:55
FCoE-WWN 20:01:54:9F:35:17:1F:50
=| A2 FCoE-WWN 20:01:54:9F:35:17:1F:4F
FCoE-WWN 20:01:54:0F:35:17:1F:53
FCoE-WWN 20:01:54:.0F:35:17:1F:57

Figure 14 FCoE-WWNs of network adapters
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CNA port WWN summary

For this example, the four CNA FCoE port WWNSs required are shown in Table 3.

Table 3 Network adapter port WWNs

Server [ FX2
Slot

CNA / Port

Fabric

FCoE Port WWN

FC630/ Slot 1

Emulex port 1

Al

10:00:00:90:fa:87:1e:e7

Emulex port 2

A2

10:00:00:90:fa:87:1e:ef

FC630/ Slot 2

QLogic port 1

Al

20:01:54:9f:35:17:1f:4d

QLogic port 2

A2

20:01:54:9f:35:17:1f:4f

Dell PowerEdge FX2 — FN I/0O Module - Fibre Channel Storage Direct Connect Deployment Guide | version 1.2
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6 Dell Storage SC8000 initial configuration

This section highlights initial configuration of the Dell Storage SC8000 for the environment used in this guide.
For more information, please refer to your Dell Storage SC Series documentation.

Note: Any Dell SC/SCvf series FC array can be used in this

6.1 Configure ports and fault domains

The Dell Storage SC8000 used in this configuration has two controllers for redundancy.

As shown in Figure 13 above, port FC 5/1 for each controller is connected to FN2210S-A1 and port FC 5/2 for
each controller is connected to FN2210S-A2 (port numbering varies depending on actual storage hardware
and configuration).

The SC8000 is in virtual port mode (this mode is selected in the Dell Storage Center Startup Wizard during
installation).

Launch the Storage Center GUI and create the fault domains as follows.

1. Goto Storage Management > System > Setup > Configure Local Ports.

D&ALL Compellent Storage Center 60724
€ storage Management 2, View Refresh w2 Help
E',} Create L4
\:% Properties #
1724 - —
¥ Delete > e N
( J#8 ) 5000D31000ED3444
ﬂ Yolume L4 -
B Server L4
ok e | ety |_chors |
System y Properties
cﬂ i ‘4‘ ] i be Frequency <8 Find .. Scroll Setting 'ﬂﬁ Down Connection
& User k% Find Unmanaged Hardware
Supportissist 2 | Status I Server Raole
2 Log Off : =
F b3 Setup . Submit a License
: EI o i . Initiator
A Access ) Configure Time b4 Both
4F  Update [~] Configure SMTP
: @ Shutdown/Restart t;;:‘ Configure iSM5 Server
[t 8 iSTST .
: Configure Syslog Server
g SAS U Aol
_____ & Fans Configure Local F‘ortsj
""" i Power Supplies Configure 15CSLI0 Cards

Figure 15 Configure local ports
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2. Inthe Configure Local Ports window that opens, select the FC button to display the FC ports. Create

two new fault domains — SAN_A1 and SAN_A2 as follows:

o Edit Fault Domains > Create Fault Domain > name the first one SAN_A1 > Continue > Create
Now.

o Repeat to create a second fault domain named SAN_AZ2. Click Return.

3. Inthe Purpose column, make all four FC ports to be used Front End ports and assign the ports to the

-

newly created fault domains as follows:

e Assign the two storage ports connected to FN2210S-A1 to fault domain SAN_A1 (port 5/1 on each
controller in this example).

e Assign the two storage ports connected to FN2210S-A2 to fault domain SAN_A2 (port 5/2 on each
controller in this example).

The Configure Local Ports table should now appear similar to Figure 16.

\C\ Storage Center 60724 - Configure Local Ports - - - — - - C= e

@ sack B out [ Advisor

Contraller |513. - |S|ot,|'Port | |Purpose Fault Domain World Wide Name User Alias
] s e0724 Up 51 [ ]|FrontEnd - | SAN_AL » |5000031000ED3405 -
| she0724 Up 52 [=.][FrontEnd - | SAN_A2 » |5000031000ED 3406 3
]9 s e0725 Up 511 [ Front End - | SAN_AL » |S000D31000ED341F
]m s e0725 Up 52 [=][FrontEnd - | SAN_A2 » |5000031000ED3420 Al
P | o - | - 3

[ b Edit Fault Domains ] [ ) Edit Virtual Ports ] [ 2 Reset Defaults ]
Operational Mode: Virtual Port Mode

l = Cancel H = Assign Now ]

Figure 16 Storage Center port configuration and fault domain assignment

Note the World Wide Names (WWN) of the four ports. These are the physical port WWNs. When done, click
Assign Now > Yes (Assign Now).
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4. Inthe left pane of the Storage Center GUI, expand Controllers. Under each controller (SN 60724 and
SN 60725 in this example), expand IO Cards then expand FC:

D&ALL Compellent

{ Storage Management 'L% View

Storage Center 60724

Refresh &2 Help

'I'! 5000D31000ED3424
[+ ¥ 5000D31000ED3426
B r ON0031000FT34

SDDDD3 IDDDED3446
500003 1000ED 3445

- |=! 50000 31000ED
[ ¥ 5000D31000ED3422

[} 88 ISCST
[ |8 SAS

..... ‘ Fans

|8 Properties
Storage Center 60724 {/
i+ Storage ” | 5000D31000ED3420
[~ '“h Servers
(-6 Disks
-+ Controllers
E1-403 5N 60724 MMMQ .Iam m
= }__ 10 Cards
=] Fc
:|" 5000D31000ED3409 Name: 5000D31000ED3420
[l [# 5000D31000ED340A World Wide Name: 5000D31000ED3420
EI b 5000031000ED3405 Type: FC IO Card
- Description: Qlogic QLE2564 8G Fibre Channel Adapter
EI b 5000D31000ED3406
{18 5000031000ED3444 ] <1
@1 5000031000ED3407 Status: Up
- | 500003 1000ED3408 Speed: & Gbps
c}--g iSCSI
-] sas Fault Domain: SAN_AZ
..... & Fans Purpose: Frant End
----- i Power Supplies NPIV Mode: COn
..... LH Temps
£ Voltage Initiator Count: 0
..... & Cache Card Target Count: 0
(21205 5N 80725 Both Count: 0
9}-‘ 10 Cards Map Count: 0
= FC

Figure 17  Virtual ports shown under physical ports

The tree shows the four physical port WWNSs noted earlier. Expand each of the four physical port WWNs. The
virtual port WWN (circled in Figure 17 above) displays beneath each physical port.

The physical and virtual port WWNs are used to configure zoning on the FN2210S switch when Full Switch
mode is used. If the default Standalone mode is used on the FN2210S, WWNSs do not have to be entered on
the FN2210S as it is preconfigured to allow all.
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Storage port WWN summary

For this example, the four physical and four virtual port WWNs needed to configure zoning on the FN2210S
IOMs in Full Switch mode are shown in the tables below.

Physical ports

Table 4 Physical port WWN

Controller Slot/Port Physical port WWN
60724 — “Controller 1” FC 5/1 50:00:d3:10:00:ed:34:05
60724 — “Controller 1” FC 5/2 50:00:d3:10:00:ed:34:06
60725 — “Controller 2” FC 5/1 50:00:d3:10:00:ed:34:1f
60725 — “Controller 2” FC 5/2 50:00:d3:10:00:ed:34:20
Virtual ports
Table 5 Virtual port WWN
Controller Slot/Port Virtual port WWN
60724 — “Controller 1” FC 5/1 50:00:d3:10:00:ed:34:43
60724 — “Controller 1” FC 5/2 50:00:d3:10:00:ed:34:44
60725 — “Controller 2” FC 5/1 50:00:d3:10:00:ed:34:46
60725 — “Controller 2” FC 5/2 50:00:d3:10:00:ed:34:45
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/ FN2210S switch configuration

The following section contains the configuration steps required to directly attach FC storage to the FN2210S.

Note: It is recommended that each FN2210S be returned to its factory default settings before beginning
configuration. This applies to both modes — Standalone and Full Switch.

Note: For more information on the different supported modes, see Appendix B.

To restore factory defaults, issue the following command on each FN2210S:
#restore factory-defaults stack-unit 0 clear-all

Answer yes when prompted to proceed. The system reloads its factory default settings.

7.1 Standalone mode

The benefit of this mode is ease of configuration.

If the FN2210S switches have been restored to their factory default settings, they are in Standalone mode.
Verify this with the following command:

#show system stack-unit 0 iom-mode
The command output should be as follows:

Unit Boot-Mode Next-Boot

0 standalone standalone

Note: If the FN2210S is directly connected to a storage FC adapter at this time, the connected Fibre
Channel port(s) may flap (repeatedly go up/down) until the F_Port feature has been enabled. This is
expected behavior as the connected ports are not yet in a compatible state. If you are in a serial console and
the log messages are causing interference, you may shut ports fi 0/9-10 at this time or work in a telnet or
SSH session (username = root, password = calvin) if preferred.
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7.1.1 Standalone mode configuration
After both FN2210S IOMs have been reset to factory defaults, configure both by entering the commands in
the figure below.

FN2210S-Al FN2210S-A2
Set the hostname and put the switch in F_Port Set the hostname and put the switch in F_Port
mode. Assign FC domain ID 1. mode. Assign FC domain ID 2.
enable enable
configure configure
hostname FN2210S-Al hostname FN2210S-A2
no feature fc no feature fc
Answer ‘yes’ to proceed if warned that Answer ‘yes’ to proceed if warned that
the fc interfaces will be shut down. the fc interfaces will be shut down.
feature fc fport domain-id 1 feature fc fport domain-id 2
interface range fibreChannel 0/9-10 interface range fibreChannel 0/9-10
no shutdown no shutdown
end end

Figure 18 Configure FN2210S switches in Standalone mode

The above are the only commands necessary on the FN2210S in Standalone mode to use the solution in this
guide. All other required items have either been preconfigured or are automatically configured. This includes:

All fabric connections are allowed without zoning.

The FCoE map and DCB map are auto-configured.

External Ethernet ports te 0/11 and te 0/12 are configured in LACP port-channel 128.

All internal ports and port channel 128 are in all VLANs except VLAN 1002 which is reserved for
FCoE traffic. FCoE ports are automatically added to VLAN 1002.

All internal ports and port channel 128 are in hybrid (trunk) mode and allow all VLANSs.

/.2 Full switch mode
The benefit of Full Switch mode is the ability to customize your configuration (FCoE VLAN id, zoning, etc.)
and the availability of extra features such as layer 3.

After the FN2210S IOMs are restored to their factory default settings as recommended above, they are in
Standalone mode.

Note:

If the FN2210S is directly connected to a storage FC adapter, the connected Fibre Channel ports may

flap (repeatedly go up/down) until the F_Port feature has been enabled. This is expected behavior as the
connected ports are not yet in a compatible state. If you are in a serial console and the messages are
causing interference, you may shut down ports fi 0/9-10 at this time or work in a telnet or SSH session
(username = root, password = calvin) if preferred.
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Change both FN2210S switches from Standalone mode to Full Switch mode as follows:

#enable

#configure

(conf) #stack-unit 0 iom-mode full-switch

% You are about to configure the Full Switch Mode.
Please reload to effect the changes

(conf) ##exit

#write

#reload

Answer yes to reload the first FN2210S. Repeat on the second FN2210S.

After the FN2210S switches have reloaded, verify both are in Full Switch mode with the command:
#show system stack-unit 0 iom-mode
The command output should be as follows:

Unit Boot-Mode Next-Boot

0 full-switch full-switch

Zone preparation
The port WWNs for connected CNAs and storage adapters must be collected and combined into zones for
communication.

Dell Storage Center guidelines for zoning are as follows:

¢ Include all Storage Center physical port WWNSs in a single zone.

e Include all Storage Center virtual port WWNSs in a single zone.

e Create server zones that contain a single initiator (CNA) and Storage Center virtual port WWNs, and
which include the server CNA port WWN.

Zones in the example switch configurations follow the guidelines above.

Note: For more information on Storage Center zoning, see the Dell Storage Center SC8000
Controller Deployment Guide available at customer.compellent.com (account required).

Dell PowerEdge FX2 — FN I/0O Module - Fibre Channel Storage Direct Connect Deployment Guide | version 1.2 DALLEMC


http://customer.compellent.com/

Figure 19 shows the SC8000 physical port WWNs determined earlier. The FC aliases (optional) to be used in
the example switch configuration are also shown, where “cont” and “pport” are abbreviations for controller and
physical port, respectively.

FN2210S-A2

FC 5/2, Alias: cont2-pport2
WWN:50:00:d3:10:00:ed:34:20

C FX2 chassis ) ----------------- .

i FC 5/1, Alias: contl-pportl
p WWN:50:00:d3:10:00:ed:34:05
i FN2210S-AL

a - =

: 7 ntroll

: S . |

: FC 5/2, Alias: contl-pport2

E WWN:SO:OO:d3I:lO:OO:ed:34:06

i . FC630 . : Dell Storage
: : SC8000
E N FC 5/1, Alias: cont2-pportl

H N WWN:50:00:d3:10:00:ed:34:1f =

; ~

-

.
g Y

Figure 19 SC8000 physical port WWNs

Figure 20 and Figure 21 show the SC8000 virtual port WWNs and the CNA port WWNs determined earlier.
The FC aliases (optional) to be used in the example switch configuration are also shown, where “vport” is an
abbreviation for virtual port.

FX2 chassis ~  )ezcececececocen-. .

h

FC 5/1, Alias: contl-vportl

WWN:50:00:d3:10:00:ed:34:43
FN2210S-A1l
CNA: Emulex pe g —
Alias:emulex-portl ntroll
WWN:lO:OO:OO:90:fa:87’:le:e7

FC 5/2, Alias: contl-vport2
WWN:50:00:d3:10:00:ed:34:44

eeccccccccccccccccccccccccccccccccccccncccnccnnnn,

. FC630 ' ; el st
' ell Storage
Lea®" : SC8000
A e N FC 5/1, Alias: cont2-vportl
. WWN:50:00:d3:10:00:ed:34:46 =
Alias:emulex-port2
WwN:10:00:00:90:fa:87:1e:ef
FN2210S-A2
FC 5/2, Alias: cont2-vport2
WWN:50:00:d3:10:00:ed:34:45

Figure 20 Emulex CNA port WWNs and SC8000 virtual port WWNs
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FX2 chassis ~  Jececceccccccaann

A~

CNA: Qlogic 57810

Alias:glogic-portl

WWN:20:01:54:9£:35:17:1f:4d .
Cd

FC630
slot 2
N
CNA: Qlogic 57810

Alias:qglogic-port2
WWN:20:01:54:9f:35:17:1f:4f

| - _l

Compellent
SC8000

P L L L L L L L L L L T T Y L T T

Figure 21 QLogic CNA port WWNs

7.2.2  Full Switch mode configuration

After both FN2210S IOMs have been reset to factory defaults and placed in Full Switch mode, configure each
by entering the commands in the figure below.

27 Dell PowerEdge FX2 — FN I/0O Module - Fibre Channel Storage Direct Connect Deployment Guide | version 1.2 DELLEMC



FN2210S-Al

Set the host name and put the switch in
F Port mode. Assign FC domain ID.

enable

configure

hostname FN2210S-Al
no feature fc

FN2210S-A2

Set the host name and put the switch in F_Port
mode. Assign FC domain ID.

Answer ‘yes’ if prompted to shut the
Fibre Channel interfaces

feature fc fport domain-id 1

Create DCB map, FCoE VLAN, FC Aliases,
and configure zoning.

enable

configure

hostname FN2210S-A2

no feature fc

Answer ‘yes’ if prompted to shut the
Fibre Channel interfaces

feature fc fport domain-id 2

dcb-map SAN DCB MAP Al

priority-group 0 bandwidth 50 pfc off
priority-group 1 bandwidth 50 pfc on
priority-pgid 0 0 0 1 0 0 0 O

interface vlan 81
description FCoE vlan
no shutdown

fc alias contl-pportl
member 50:00:d3:10:00:ed:34:05
fc alias cont2-pportl
member 50:00:d3:10:00:ed:34:1f
fc alias contl-vportl
member 50:00:d3:10:00:ed:34:43
fc alias cont2-vportl
member 50:00:d3:10:00:ed:34:46
fc alias emulex-portl
member 10:00:00:90:fa:87:1e:e”
fc alias glogic-portl
member 20:01:54:9f:35:17:1£:4d

fc zone physical portsl
member contl-pportl
member cont2-pportl

fc zone virtual portsl
member contl-vportl
member cont2-vportl

fc zone emulexl

member emulex-portl
member contl-vportl
member cont2-vportl

fc zone glogicl

member glogic-portl
member contl-vportl
member cont2-vportl

fc zoneset zonesetl
member physical portsl
member virtual portsl
member emulexl

member glogicl

Create DCB map, FCoE VLAN, FC Aliases,
and configure zoning.

dcb-map SAN DCB MAP A2

priority-group 0 bandwidth 50 pfc off
priority-group 1 bandwidth 50 pfc on
priority-pgid 0 0 0 1 0 0 0 O

interface vlan 82
description FCoE vlan
no shutdown

fc alias contl-pport2
member 50:00:d3:10:00:ed:34:06
fc alias cont2-pport2
member 50:00:d3:10:00:ed:34:20
fc alias contl-vport2
member 50:00:d3:10:00:ed:34:44
fc alias cont2-vport2
member 50:00:d3:10:00:ed:34:45
fc alias emulex-port2
member 10:00:00:90:fa:87:1e:ef
fc alias glogic-port2
member 20:01:54:9f:35:17:1f£:4f

fc zone physical ports?2
member contl-pport2
member cont2-pport2

fc zone virtual ports2
member contl-vport2
member cont2-vport2

fc zone emulex2

member emulex-port2
member contl-vport2
member cont2-vport2

fc zone glogic2

member glogic-port2
member contl-vport2
member cont2-vport2

fc zoneset zoneset2
member physical ports2
member virtual ports2
member emulex2

member glogic2

28
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FN2210S-Al

Configure the FCoE Map and activate the
zone set.

FN2210S-A2

Configure the FCoE Map and activate the
zone set.

fcoe-map SAN FABRIC Al
fc-map OefcO1
fabric-id 81 wvlan 81
|
fc-fabric
active-zoneset zonesetl

fcoe-map SAN FABRIC A2
fc-map 0efc02
fabric-id 82 vlan 82
!
fc-fabric
active-zoneset zoneset?2

Configure internal interfaces and external
Fibre Channel interfaces.

Configure internal interfaces and external
Fibre Channel interfaces.

interface range fi 0/9-10
description To Storage
fabric SAN FABRIC Al
no shutdown

interface range te 0/1, te0/3
description To CNA

no ip address

mtu 12000

no switchport

portmode hybrid

switchport

fcoe-map SAN FABRIC Al
dcb-map SAN DCB MAP Al

no shutdown

interface range fi 0/9-10
description To Storage
fabric SAN FABRIC A2
no shutdown

interface range te 0/1, te0/3
description To CNA

no ip address

mtu 12000

no switchport

portmode hybrid

switchport

fcoe-map SAN FABRIC A2
dcb-map SAN DCB MAP AZ

no shutdown

Configure external interfaces and port
channel connected to the S4810 switch.

Configure external interfaces and port
channel connected to the S4810 switch.

interface range te 0/11-12
description To ToR Switch

no ip address

|

port-channel-protocol LACP
port-channel 128 mode active
no shutdown

interface Port-channel 128
description PO to ToR Switch
no ip address
portmode hybrid
switchport
no shutdown

end

Figure 22  Full Switch mode configuration

interface range te 0/11-12
description To ToR Switch

no ip address

|

port-channel-protocol LACP
port-channel 128 mode active
no shutdown

interface Port-channel 128
description PO to ToR Switch
no ip address
portmode hybrid
switchport
no shutdown

end

29
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7.2.3  Key points on configuration
e FC aliases for port WWNSs are optional and alias names must begin with a letter. If preferred, member
port WWNSs can be entered directly in the FC zone.
e A zone set can contain multiple zones.
e Only one zone set can be active at any time.

e If any changes are made to aliases, zones, or zone sets, the zone set must be activated (or
reactivated) for the changes to take effect. This is done with the following command sequence:

switchl (conf) #fcoe-map fcoe-map name
switchl (conf-fcoe-SAN FABRIC) #fc-fabric
switchl (conf-fmap-SAN FABRIC-fcfabric) #active-zoneset zoneset name

Figure 23 Activate or reactivate a zone set

7.2.4  Optional configuration: F_port without zoning in Full Switch mode
In Full Switch mode, the FCoE map has the default zone mode set to deny (the status of this setting can be
seen by running the command show fcoe-map) . This setting denies all the fabric connections unless
included in an active zone set. To change this setting, use the default-zone-allow all command. This
change allows all fabric connections without zoning.

switch (conf) #fcoe-map fcoe-map name
switch (conf-fcoe-SAN FABRIC) #fc-fabric
switch (conf-fmap-SAN FABRIC-fcfabric)#default-zone-allow all

Figure 24  Optional configuration — F_Port without zoning

Note: On FN2210S in Standalone mode, this is the default behavior. All fabric connections are allowed
without any additional zoning.
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Dell Storage SC8000 final configuration

Create servers and map volumes

Note: For Storage Center to automatically detect the server HBAs (CNASs), in addition to the steps already
covered in this guide, the operating systems on the servers need to be up and running. For servers running
Microsoft Windows, Multipath 1/0 (MPIO) does not need to be configured on the server at this point. For
servers running VMWare ESXi, guest operating systems do not have to be installed or running. For VMWare
ESXi 6.0 installation, see the section titled VMware ESXi 6.0 - Installation, Configuration, and Validation.

Log into the Storage Center GUI. In the left pane, select Servers > Create Server. If everything has been
configured correctly, all connected server CNA ports are detected and appear in the list:

.

(€] Storage Center 60724 - Create Server . = | B |t

¢ Back [ quit [BI] Advisor

If you know the Host Bus Adapter(s) for this Server, select them from the list below.
For assistance in finding a specific HBA, select Find HBA.
To manually define an HBA not found in the list below, select Manually Define HBA.

Indude |Type |Server Port |Port Information 3

[l F FC 10000090FASTIEET Port Id: 010100, Symbolic Port Name: Emulex PPM-10:00:00:90:FA:87: 1E:E7, N

] FC 10000090FAST 1IEEF Port Id: 020100, Symbolic Port Name: Emulex PPM-10:00:00:90:FA:87: 1E:EF, N

] FC 2001549F35171F4D Port Id: 010300, Symbolic Port Name: QLogic 57810 bnx2fc v1.712.10.v55.2 0

] FC 2001549F 3517 1F4F Port Id: 020300, Symbolic Port Name: QLogic 57810 bnx2fc v1.712.10.v55.2 0 b
[ =) Define HBA by IP ] [ = Manually Define HBA l ’ =) Find HBA l | 2 Continue |

b

Figure 25 Server CNA ports detected in Storage Center

For the first server to be added, check the boxes for both of its CNA ports and click Continue. Give the
server a Name and select its Operating System from the drop-down list.
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(t; Storage Center 60724 - Create Server —|[E] g

@ pack [ auit [F] Advisor

GM_Servers
5= 10_FC-sAN

-5 p11g =

= Create a New Folder.

m

Mame: FC830_Win_Emulex
Operating System: |yyindows 2012 MPIO - @
Motes:

Figure 26 Windows 2012 with MPIO selected

Note: If using ESXIi, select the appropriate ESXi version under VMWare in the drop-down list (do not select
a Guest OS that may be running on ESXi). If using a Windows Operating System select the MPIO version
of Windows.
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Click Continue > Create Now.

-
{C) Storage Center 60724 - Create Server

@ Back @ Retun [ ouit [B) Advisor

Last Server: FCB630_Win_Emulex

Server FC630_Win_Emulex has been created.

Zp Map this Server to a Volume

Y

Map a different Server to a Volume

Zp Create Volume

Zp Create Server

Zp Close

Figure 27 Options after server creation

At this point, you can use the options shown above to create the next server, or to create and map volumes
now. You can also use the Storage Center GUI in Figure 28 to create and map volumes to servers as needed

at any time.

D&ALL Compellent

Storage Center 60724

c Storage Management k_-% View

Refresh o * Help

[i3 Properties i Volume Properties |Eg? Map Volumes to Seruﬂ| > Replay | f? Move to Folder R Delete || i Create Volume I@

Storage Center 60724

-

Eli Storage b @ Jims
5. /
E @ Valumes '\\h.__/,
MName |Type |5131L|5 ISEIJJS Information
i Jims-10GE Volume Up Active on controller 'SM 60725
& Jims-11GE Volume Up Active on controller 'SM 60724
= ﬂ JimS-12GE Volume Up Active on controller 'SM 60725
& Jims-13GE Volume Up Active on controller 'SM 60724
I, i Jms-21G8 Volume Up Active on controller 'SM 60724

Figure 28 Additional method to create and map volumes

See your Storage Center documentation for more information.
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9 ToR switch configuration

9.1 Overview

The S4810 is the ToR switch used in this guide for passing standard Ethernet traffic such as TCP/IP to the
external network. The same two FN2210S I0Ms connected to the Dell Storage SC8000 are also connected to
the S4810 switches.

Note: For information on connecting FN IOMs (including the FN2210S) to other ToRs via LACP port
channels, see Appendix F. Sample commands for Cisco Nexus, Arista, and Brocade VDX ToR switches are

N

FN2210S-A2

provided.
( FX2 chassis .
|
5 FN22105-Al ' (
i [teoiz ] [eor
i . FC630 ' g
slot 1 E
i Emulex Eort 2 N ~ te 0/11

I te 0/12 te 0/2

.

...............................................................

Figure 29 ToR switch configuration
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9.2

S4810 switch configuration

Note: To work with this configuration, the FN2210S IOMs can use either the Standalone Mode or Full Switch
mode configuration examples. The number 128 was assigned to the port channels on the S4810 switches.
However, any number between 1 and 128 can be used and is not required to match the port channel

number used on the FN2210S switches.

S4810-1

S4810-2

Configure the interfaces and port channel to
connect to the FN2210S.

Configure the interfaces and port channel to
connect to the FN2210S.

interface range te 0/1-2
description Link to FN2210S-Al
no ip address
|
port-channel-protocol LACP

port-channel 128 mode active
no shutdown

interface Port-channel 128
description PO to FN2210S-Al
no ip address
portmode hybrid
switchport
no shutdown

Figure 30 S4810 configuration

interface range te 0/1-2
description Link to FN2210S-A2
no ip address
!
port-channel-protocol LACP

port-channel 128 mode active
no shutdown

interface Port-channel 128
description PO to FN2210S-A2
no ip address
portmode hybrid
switchport
no shutdown
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10 Server configuration

In this section, two different server configurations are presented. The first configuration covers installing,
configuring, and validating VMware ESXi 6.0. The second covers configuring and verifying the functionality of
Multipath 1/0 (MPIO) inside Windows Server 2012 R2.

10.1 VMware ESXi 6.0 - installation, configuration and validation
This section guides you through download, installation, and basic configuration of the Dell Custom ESXi 6.0
image, which can be download in .iso format from support.dell.com. For more information see Dell Storage
Center Best Practices with VMWare vSphere 6.x.

Installing Dell Custom VMware ESXi 6.0

This section provides an outline of the installation process for VMware ESXI 6.0. For further in-depth
information on the installation of ESXi, please visit the VMware vSphere 6.0 Documentation Center at
https://pubs.vmware.com/vsphere-60/index.jsp.

1. Insert the Dell Custom ESXi 6.0 installation media into the server.

This can either be a CD/DVD, a USB flash drive, or by mounting the installation 1ISO through the
PowerEdge server’'s iDRAC interface.

Set the BIOS to boot from the media.

On the Welcome screen, press Enter to continue.

On the End User License Agreement (EULA) screen press F11 to accept.

At this point, the installer scans for suitable installation targets. Choose the appropriate installation
location.

Select the keyboard type for the host.

Enter a password for the host.

On the Confirm Installation window, press Enter to start the installation.

When the installation is complete, remove the installation CD, DVD, USB flash drive, or unmount the
Virtual CD.

10. Press Enter to reboot the host.

akrwbd

© o N

Connecting to the ESXi host with the vSphere Client

Once installation has been completed, access the console for the host. From here, a management NIC can
be activated and an IP address assigned. Follow the steps below to complete this.

Setting up the Management NIC.

Press F2 to Customize System.

Select Configure Management Network and press Enter.

Select Network Adapters and press Enter.

Any NIC that is currently connected with show Connected under Status, use the spacebar to select
the appropriate management NIC.

Press Enter to exit.

6. Press Esc.

NS

o
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7. PressY for Yes to restart the management network.
8. Press Esc to exit System Customization.

Configuring a static IP address

Press F2 to Customize System.

Select Configure Management Network and press Enter.

Select IP Configuration and press Enter.

Select Set static IP address and networking configuration and press the spacebar.
Type in an IP Address, Subnet Mask, and Default Gateway and press Enter.
Press Esc.

Press Y for Yes to restart the management network.

Press Esc to exit System Customization.

©ONo G A~®WDNRE

Connecting to the ESXi host using the vSphere Client

Use a web browser to go to http://<IP_address_of ESXi_host>

Click on the link Download vSphere Client.

Launch the installer, agreeing to all the defaults for installation.

Launch the VMware vSphere Client.

Enter the IP address of the ESXi host, the username (root) and the password configured during
the installation. Press Enter.

Verifying MPIO through the vSphere Client

arwONPRE

Once connected to the ESXi host through the vSphere Client you can verify that a LUN is presented to
the ESXi host. Additionally you see the number of paths for each LUN, which is useful in verifying that
both paths are working (MPIO occurs automatically). Figure 31 shows the final step, which presents
the number of targets, number of devices, and the number of paths.

Select your host from the left hand column

Click on the Configuration tab

Click Storage Adapters under Hardware

Locate your CNA in the list of storage adapters

Note: If the storage adapter is not listed, perform the following steps to install the software FCoE
adapter.

a. Click Add in the Storage Adapters window

b. Select Add Software FCoE Adapter
c. Click OK

5. In the Details Window, under Storage Adapters (Figure 31) you should see the two LUNs presented
to your host. Make note of Targets, Devices, and Paths as well.

PowbdE
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MetXtreme II BCM57810 10 Gigabit Ethernet

@ vmhbag1 Fibre Chanmel 0., 20000:5c:F9:dd: 17:52:06 20:01:5c:F9:dd: 17:5e: 06
@ wmhbad4z Fibre Channel o... Z0:00:5c:F9:dd:17:68:cd 20:01:5c:F2:dd: 1 7:68:0d
MeqgaRAID SAS SKINNY Controller
{5 wvmhbal SiC51
Details
ymhba41

Maodel; Metstreme I BCMS7S10 10 Gigabit Ethernet
W 20:00:5c:F9:dd: 17:5e:06 20:01:5c:F9:dd:17:5e:06

Targets: 2 Devices: 1 Paths: 2
Yiew: Devices | [Paths
Runtirme Marne | Target LLIM | Status |
| winhbad1:20:T1:L0  50:0a:09:830:88:57:01:6c 50:04:09:35:858:57:01:6C 1] g Active |
winhbad1:C0:TOLD S0:0a:09:80:88:57:01 60 50:02:09:35:95:57:016c 0 @ Active (T00

Figure 31 QLogic NetXtreme BCM57810 software FCoE adapter
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10.2  Microsoft Server Operating System MPIO installation and

configuration

Microsoft Multipath 1/0 (MPIO) must be installed and configured for the Windows operating system to properly
recognize multiple paths to a storage device.

Note: The following steps are specific to Windows Server 2012 R2. Microsoft MPIO is also supported on
Windows Server 2012 (pre-R2), 2008 and 2008 R2. The configuration process is similar for all versions. For
more information, see Dell Storage Center: Microsoft Multipath 1/0 Best Practices.

1.
2.

In Windows Server 2012, select Add Roles and features in the Server Manager Dashboard.
On the Select installation type page, select Role-based or feature-based installation and click
Next.
On the Select destination server page, choose Select a server from the server pool, make sure
your server is highlighted, and click Next.

On the Select server roles page, click Next to skip.
On the Select features page, scroll down and check the box next to Multipath I/O (Figure 32).

Confirmation

Add Roles and Features Wizard

Select one or more features to install on the selected server.

Features

L_| Group Policy Management |

[] 1S Hostable Web Core
[] Ink and Handwriting Services
[] Internet Printing Client
D IP Address Management (IPAM) Server
[T] iSNS Server service
[C] LPR Port Monitor
[[] Management OData IS Extension
[] Media Foundation
b [] Message Queuing
B pat O]
[[] Network Load Balancing
[[] Peer Name Resolution Protocol
[[] Quality Windows Audio Video Experience

[1 RAS Connertion Mananer Administration Kit (CMZ v

<[ n >

= | o

DESTINATION SERVER
WIN-V92DSLTBCQB

Description

Multipath I/O, along with the
Microsoft Device Specific Module
(DSM) or a third-party DSM,
provides support for using multiple
data paths to a storage device on
Windows.

‘ < Previous | [ Next >

Cancel

Figure 32 Windows 2012R2 — Add roles and features wizard

6. Click Next.
7. On the Confirm installation selections page, click Install.
8. On the Installation progress page, click Close when complete.
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Configuring MPIO for your storage array

In Windows, launch Control Panel or Administrative Tools. An MPIO icon should appear. Launch MPIO
and open the Discover Multi-Paths tab. If your storage array is SPC-3 compliant, it should appear in the
Device Hardware Id box (Figure 33). If your storage array does not appear, you may need to install a Device-
Specific Module (DSM) from your storage vendor. Check your storage documentation for more information on
the MPIO configuration requirements for your device. Highlight the Device Hardware ID
(COMPELNTCompellent Vol, in this case) and click Add. Reboot your system if prompted.

MPIO Properties x|

MPIO Devices | Discover MultiPaths | DSM Install | Configuration Snapshot |

SPC-3 compliant

Device Hardware Id
COMPELNTCompellent Vel

[ Add support for iSCSI devices
[[] Add support for SAS devicas

_ﬂ A reboot is required to complete the operation. Reboot Now?

Lot || |

Figure 33 Adding storage array to MPIO
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After rebooting, open MPIO. The device should now appear on the MPIO Devices tab (Figure 34).

MPIO Properties | x |

- | MPIO Devices | Discover MultiPaths I D5M Install I Configuration Snapshot |

To add support for a new device, dick Add and enter the Vendor and
Product Ids as a string of 8 characters followed by 16 characters. Multiple
Devices can be spedfied using semi-colon as the delimiter.

To remove support for currently MPIO'd devices, select the devices and
then dick Remove.

Devices:

Device Hardware Id
COMPELNTCompellent Vol

Add | | Remove

ok || cancel

Figure 34 MPIO confirmation

Create disks and format

In Windows, go to Server Manager > Tools > Computer Management > Storage > Disk Management.
Right-click on Disk Management and select Rescan Disks. If MPIO is configured properly, only one instance
of each LUN configured on your storage array should appear. If there are two instances of each LUN, there is
likely an issue with Microsoft MPIO configuration. Use the Disk Management utility to bring the disks online,
assign drive letters and format as needed.
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Configure MPIO

The Windows Disk Management utility can also be used to configure MPIO. Right-click on each remote disk

(not the Volume) and select Properties.

Lt & i Computer Management HE“

File Action View Help

es 20 HE RS @

& Computer (Local [ Volume [ Layout | Type | File System | Status [ [Actions

4 {j} System Tools S (G Sim| on) =
K; \f Task Scheduler o ©) sim NETAPP LUN Mult-Path Disk Device Properties IOG| | DiskManagement
b (@ Event Viewer o New Volume (E) Sim — More Actions »
b ) Shared Folders s New Volume (F) Sim|| | General | Poicies | Vokumes | MPIO [ Drver | Detais [ Events |
b ¥ Local Users and Groups| < New Volume (G) SimiJ | g 1oy MPIO policy:
» ® Performance o System Reserved Sim

A Description
5 Device Manager

The round robin with subset policy executes the round robin policy only
2 on paths designated as active/optimized. The non-active/optimized
B4 b W Windows Server Backug paths willbe tred on a round-robin approach upon faiure of all
{7 Disk Management active/optimized paths.

b s Sevices and Applications

3 storage

DSM Name: [Microsoft DSM | [ etais

This device has the following paths:

Er [Pathid Path State TPG.. TPG State Wei... |
< 77020001 Active/Optimi... 0 Active/Optimi. | 2
77030000 Active/Optimi... 0 Active/Optimi... ~
4Disk 0 = n
Basic Syste |
13612 GB 100 |53 = i
Cnboe Healtll | 7o edit the =
path settings for the MPIO policy, select a =
path and cick Edt .
To apply the path settings and selected MPIO policy.
aDisk 1 [ ey ety
Basic New
10.00 GB 10.00
e i
o
CaDisk 2
Basic New Volume ()
11.00GB 11.00 GB NTFS. v
< i > || M Unallocated B Primary partition
H
Y
- == P £ e 10:15AM
Th_ - @ {
B g .|$||'<f @ Ry veer

Figure 35 Windows MPIO disk properties

The Multi-Path Disk Device Properties window (Figure 35) is launched. Click on the MPIO tab. Note the
option to configure the MPIO policy (Failover Only, Round Robin with Subset, etc.). The DSM Details
button can be used to configure the redundant path verify period and other timer settings. Under This device

has the following paths: the two available paths detected by MPIO are shown.

Verify redundant path functionality

Shut down a port on one of the paths between the server and storage, or reload an FN IOM. Verify the server

can still connect to all disks. Repeat for the other path.

Note: By default, it may take Microsoft MPIO about 30 seconds to recognize a failed path. Microsoft has

information about tuning MPIO parameters to reduce this time on their Technet web site,

http://technet.microsoft.com.
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Validation

The following section contains various show commands an administrator or network engineer can use on the
FN2210S to verify that connections are functioning as expected.

The available commands include:

e show fc switch

e show fc ns switch

e show fc alias (Command applicable to Full Switch mode only)

e show fc zoneset (Command applicable to Full Switch mode only)
e show fip-snooping sessions

e show fcoe-map

Note: In all examples below, the output from FN2210S-A1 in Full Switch mode is shown.

show fc switch
This command (Figure 36) displays the FC switch mode and World Wide Name (WWN). This can be useful
early in the configuration to ensure that the F_Port feature is successfully enabled on the switch.

FN2210S-Al#sh fc switch
Switch Mode : FPORT
Switch WWN : 10:00:f8:bl1:56:5e:dc:92

Figure 36 Show fc switch command

show fc ns switch

A Fibre Channel fabric uses an addressing scheme to address the ports in the switched fabric. Each port in
the switched fabric is assigned a 24-bit address by the FC switch. When the device logs into the switch fabric
on a specific port with its WWN, the switch assigns the port address to that port; the switch also maintains the
correlation between the port address and the WWN address of the device on that port. This function is
implemented by the use of a name server database on the switch.

The show fc ns switch command (Figure 37) displays the objects in the name server database of
currently attached devices.

In our example, there are six devices connected to each FN2210S switch. This includes two CNAs (one port
on each server), two Dell Storage SC8000 physical ports, and two SC8000 virtual ports.
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FN2210S-Al#sh fc ns switch

Total number of devices = 6

Switch Name 10:00:£f8:b1:56:5e:dc:92

Domain Id 1

Switch Port Te 0/1

FC-Id 01:01:00

Port Name 10:00:00:90:fa:87:1e:e7

Node Name 20:00:00:90:fa:87:1e:e7

Class of Service 8

Symbolic Port Name Emulex PPN-10:00:00:90:FA:87:1E:E7
Symbolic Node Name Emulex OCml14102-U4-D FV10.6.133.18
DV10.6.114.0 HN:WIN-IEBPQI7609G OS:Windows 2012 R2

Port Type N Port

Switch Name 10:00:£f8:b1:56:5e:dc:92

Domain Id 1

Switch Port Te 0/3

FC-Id 01:03:00

Port Name 20:01:54:9£:35:17:1f:4d

Node Name 20:00:54:9f£:35:17:1f:4d

Class of Service 8

Symbolic Port Name QLogic 57810 bnx2fc v1.712.10.v55.2
over vmnicO

Symbolic Node Name QLogic 57810 bnx2fc v1.712.10.v55.2
over vmnicO

Port Type N Port

Switch Name 10:00:£f8:b1:56:5e:dc:92

Domain Id 1

Switch Port Fc 0/9

FC-Id 01:09:00

Port Name 50:00:d3:10:00:ed:34:05

Node Name 50:00:d3:10:00:ed:34:00

Class of Service 8

Symbolic Port Name Compellent Port QLGC FC 8Gbps; Slot=05
Port=01 in Controller: SN 60724 of Storage Center: Storage Center 60724
Symbolic Node Name Compellent Storage Center: Storage
Center 60724

Port Type N Port

(output continued on next page)
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Switch Name 10:00:£f8:b1:56:5e:dc:92

Domain Id 1

Switch Port Fc 0/9

FC-Id 01:09:01

Port Name 50:00:d3:10:00:ed:34:43

Node Name 50:00:d3:10:00:ed:34:01

Class of Service 8

Symbolic Port Name Compellent Port QLGC FC 8Gbps; Slot=05
Port=01 in Controller: SN 60724 of Storage Center: Storage Center 60724
Symbolic Node Name Compellent Storage Center: Storage
Center 60724

Port Type N Port

Switch Name 10:00:£8:b1:56:5e:dc:92

Domain Id 1

Switch Port Fc 0/10

FC-Id 01:0a:00

Port Name 50:00:d3:10:00:ed:34:1¢f

Node Name 50:00:d3:10:00:ed:34:00

Class of Service 8

Symbolic Port Name Compellent Port QLGC FC 8Gbps; Slot=05
Port=01 in Controller: SN 60725 of Storage Center: Storage Center 60724
Symbolic Node Name Compellent Storage Center: Storage
Center 60724

Port Type N Port

Switch Name 10:00:£8:b1:56:5e:dc:92

Domain Id 1

Switch Port Fc 0/10

FC-Id 01:0a:01

Port Name 50:00:d3:10:00:ed:34:46

Node Name 50:00:d3:10:00:ed:34:02

Class of Service 8

Symbolic Port Name Compellent Port QLGC FC 8Gbps; Slot=05
Port=01 in Controller: SN 60725 of Storage Center: Storage Center 60724
Symbolic Node Name Compellent Storage Center: Storage
Center 60724

Port Type N Port

Figure 37 Show fc ns switch command
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show fc alias

The complexity of configuring zone sets can be reduced by assigning aliases to the port WWN addresses.
The show fc alias command can be used to identify the port WWN associated with each alias. The output

for the example configuration is shown below (Figure 38).

FN2210S-Al#show fc alias

ZoneAliasName ZoneMember
contl-pportl

50:00:d3:10:00:ed:34:05
contl-vportl

50:00:d3:10:00:ed:34:43
cont2-pportl

50:00:d3:10:00:ed:34:1f
cont2-vportl

50:00:d3:10:00:ed:34:46
emulex-portl

10:00:00:90:fa:87:1le:e7
glogic-portl

20:01:54:9£:35:17:1£f:4d

Figure 38 Show fc alias command
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show fc zoneset

Zoning is a mechanism to ensure only the nodes that are part of a zone can communicate with each other.
Zoning prevents unauthorized access of storage assets. Issue the command show fc zoneset to display
the zone, the node members in the zone and the zone set itself (Figure 39). The output for the example

configuration is shown below.

FN2210S-Al#show fc zoneset

ZoneSetName

ZoneName

ZoneMember

zonesetl

Active Zoneset: zonesetl

emulexl

physical portsl

glogicl

virtual portsl

ZoneName ZoneMember
emulexl
*10:00:00:90:fa:87:1e:e7
*50:00:d3:10:00:ed:34:43
*50:00:d3:10:00:ed:34:46
physical portsl
*50:00:d3:10:00:ed:34:05
*50:00:d3:10:00:ed:34:1f
glogicl
*20:01:54:9f£:35:17:1£:4d
*50:00:d3:10:00:ed:34:43
*50:00:d3:10:00:ed:34:46
virtual portsl
*50:00:d3:10:00:ed:34:43
*50:00:d3:10:00:ed:34:46

Figure 39 Show fc zoneset command

contl-vportl
cont2-vportl
emulex-portl

contl-pportl
cont2-pportl

contl-vportl
cont2-vportl
glogic-portl

contl-vportl
cont2-vportl
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show fip-snooping sessions
For further detail on FIP sessions the command show fip-snooping sessions can be issued (Figure

40). This command lists all interfaces, MAC addresses, and port WWN addresses used for any server
participating in a fabric login.

Note: Due to width, the output has been split into two lines.

FN2210S-Al#sh fip-snooping sessions

Enode MAC Enode Intf FCF MAC FCF Intf VLAN
00:90:fa:87:1e:e7 Te 0/1 f8:bl:56:5e:dc:95 ~ 81
54:9f£:35:17:1f:4d Te 0/3 £f8:01:56:5e:dc:95 ~ 81
FCoE MAC FC-ID Port WWPN Port WWNN

0e:fc:00:01:01:00 01:01:00 10:00:00:90:fa:87:1le:e7 20:00:00:90:fa:87:1e:e7
0e:£fc:00:01:03:00 01:03:00 20:01:54:9f£:35:17:1f:4d 20:00:54:9£:35:17:1£f:4d

Figure 40 Show fip-snooping sessions command
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show fcoe-map

The show fcoe-map command is useful to identify the SAN fabric to which FCoE storage traffic is sent. As
shown below (Figure 41) this command can be viewed as a summary command showing the fabric type, the
fabric ID, fabric VLAN, the FC-MAP ID, the FC Domain ID and the active zone set. Additionally the
participating interfaces are also shown at the bottom of the output.

FN2210S-Al#show fcoe-map

Fabric Name SAN_FABRIC Al
Fabric Type Fport

Fabric Id 81

Vlan Id 81

Vlan priority 3

FC-MAP OefcO1l
FKA-ADV-Period 8

Fcf Priority 128
Config-State ACTIVE
Oper-State UP

Switch Zoning Parameters

Default Zone Mode: Deny
Active Zoneset: zonesetl
Members

Fc 0/9 Fc 0/10
Te 0/1 Te 0/3

Figure 41 Show fcoe-map command
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Conclusion

The Dell Networking FN2210S 1/0 Module provides a reliable and evolutionary step in the right direction for
lowering data center costs typically associated with storage. It eliminates the need for a separate physical
FCF switch and can be very easy to use in its default-preconfigured mode.
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Products used in this guide

This section lists products and their respective versions used while validating the solution in this guide.

Table 6

Switches, chassis and storage

Component

Version

Dell FN2210S 10 Modules

Dell Networking OS 9.10(0.1)

Dell S4810 Switches

Dell Networking OS 9.10(0.1)

Dell PowerEdge FX2

Chassis Management Controller Version 1.32

Dell Storage SC8000

Storage Center Controller Version 6.7.11

FC Adapters in SC8000

QLogic QLE2662 16Gb FC, Firmware 07.03.00

Table 7

Server in Dell PowerEdge FX2 chassis - slot 1

Component

Version

Server Platform

Dell PowerEdge FC630

Operating System

Windows Server 2012 R2

Server BIOS

215

CNA

Emulex OCm14102-U4-D 10Gb Dual Port bNDC

CNA Firmware / Driver

Firmware - 02.00.04 / Driver - 8.6.3

Table 8

Server in Dell PowerEdge FX2 chassis - slot 2

Component

Version

Server Platform

Dell PowerEdge FC630

Operating System

VMware ESXi 6.0 Build 2809209 — Dell Customized Image v. A01

Guest Operating System

Windows Server 2012 R2

Server BIOS

2.15

CNA

QLogic (Formerly Broadcom) BCM57810S 10Gb Dual Port bNDC

CNA Firmware / Driver

Firmware - 08.07.25 / Drivers provided in Dell VMWare Image
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B PowerEdge FN I/O module operational modes

The FN IOM supports five operational modes: Standalone (SMUX), VLT, Stack, Programmable MUX (PMUX),
and Full Switch. See Table 9 for detailed descriptions of each mode. To enable a new operational mode the
command stack-unit 0 iom-mode <mode> is issued in configuration mode. After enabling a new
operational mode, the switch must be reloaded.

Note: When switching modes it is important to factory restore the switch first: restore factory-
defaults stack-unit 0 clear-all and then set the switch mode accordingly.

By default, in Standalone and VLT modes all external ports are configured in a single port channel (128) and
all VLANs (1-4094) are tagged on this port channel. Additionally any Data Center Bridging Exchange (DCBx)
protocol options are allowed as well as iISCSI or FCoE settings.

Table 9 FN IOM modes and descriptions

Mode Description
Standalone mode This is the default mode for FN IOM. It is a fully automated, low-touch mode, which
(SMUX) allows VLAN memberships to be defined on the server-facing ports while all

upstream ports are configured in port channel 128 (and cannot be modified).

VLT mode This is a low-touch mode where all configurations except VLAN membership are
automated. In this mode, port 9 is dedicated to VLT interconnect.

Programmable MUX | This mode provides flexibility of operation by allowing the administrator to create
mode (PMUX) multiple LAGs, configure VLANSs on uplinks and to configure Data Center Bridging
(DCB) parameters on the server side.

Stack mode This mode allows up to six FN IOMs to be stacked as a single logical switch. The
stack units can be in the same or different chassis. This is a low-touch mode where
all configurations except VLAN membership are automated.

Note: Stack mode is not supported on FN2210S with Fibre Channel ports.

Full Switch mode This mode is similar to PMUX mode but adds layer 3 functionality.

Note: Virtual Link Trunking (VLT) allows physical links between two chassis to appear as a single virtual link
to the network core or other switches (Edge, Access, or ToR). VLT reduces the role of Spanning Tree
protocols by allowing LAG terminations on two separate distribution or core switches, and by supporting a
loop-free topology. VLT provides layer 2 multi-pathing, creating redundancy through increased bandwidth,
enabling multiple parallel paths between nodes, and load-balancing traffic where alternative paths exist.
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C FN IOM internal port mapping details

Quarter-width servers - dual port CNAs

For quarter-width servers configured with dual port CNAs, the CNA ports map to a single port on each of the
two IOMs. The first row of the quarter-width servers are designated 1a through 1d, and the second row 3a
through 3d. Figure 42 and Table 10 present the port mapping for quarter-width servers with dual port CNAs.

Note: Quad-port CNAs are not available for quarter-width servers.

FN IOM Al (Top)
Internal Ports

FN IOM A2 (Bottom)
T EED e
B -]

Figure 42 Quarter-width servers with dual port CNAs

Table 10 Quarter-width servers with dual port CNAs

Stot FN IOM AL (Top) Port | (5o or
Numbers
la 1 1
1b 2 2
1c 3 3
1d 4 4
3a 5 5
3b 6 6
3c 7 7
3d 8 8
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Half-width servers — dual-port CNAs
In half-width servers with dual-port CNAs installed, the CNA ports map to a single port on each of the two

IOMs. Figure 43 and Table 11 present the port mapping for half-width servers with dual-port CNAs.

Note: Ports 2, 4, 6 and 8 are not used when using half-width blades with dual-port adapters.

FN IOM Al (Top)
Internal Ports

i« -
5 - 7 o FN IOM A2 (Bottom)
- < Internal Ports

o N
B 1w

Figure 43 IOM Port Mapping half-width servers with dual-port CNAs

Table 11 Half-width servers with dual-port CNAs

FN IOM Al (Top) Port | FN IOM A2 (Bottom) Port
Slot
Numbers Numbers
1 1 1
2 3 3
3 5 5
4 7 7
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Half-width servers — quad-port CNAs
In half-width servers with quad-port CNAs installed, the CNA ports map to two ports on each IOM. Figure 44
and Table 12 present the port mapping for half-width servers with quad-port CNAs.

FN IOM Al (Top)
Internal Ports

EE ]

LRI ]

Internal Ports

FN IOM A2 (Bottom)

BE ]
CIEIC ]

Figure 44 Half-width slots with quad-port CNAs

Table 12 Half-width slots with quad-port CNAs

FN IOM Al (Top) Port | FN IOM A2 (Bottom) Port
Slot
Numbers Numbers
1 1,2 1,2
2 3,4 34
3 5,6 5,6
4 7,8 7,8
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D Fibre Channel over Ethernet and data center bridging

Fibre Channel over Ethernet (FCoE) is a networking protocol that encapsulates Fibre Channel frames over
Ethernet networks. The FCoE protocol specification replaces the FC0O and FC1 layers of Fibre Channel stack
with Ethernet. By retaining the native Fibre Channel constructs, FCoE can integrate with existing Fibre
Channel fabrics and management solutions.

Note: FCoE (referenced as FC-BB_E in the FC-BB-5 specifications) achieved standard status in June 2009,
and is documented in the T11 publication (http://www.t11.org/ftp/t11/pub/fc/bb-5/09-056v5.pdf).

FCoE operates directly above Ethernet in the network protocol stack, in contrast to iISCSI which runs on top of
TCP and IP. As a consequence, FCoE cannot be routed across IP networks. Once de-encapsulation occurs,
the FC packets can be routed accordingly with FC switches.

Since traditional Ethernet does not provide priority-based flow control, FCoE requires modifications to the
Ethernet standard to support priority-based flow control mechanisms (this reduces frame loss from
congestion). The IEEE standards body added priorities via Data Center Bridging (DCB). The three primary
extensions are:

¢ Encapsulation of native Fibre Channel frames into Ethernet frames.
o Extensions to the Ethernet protocol itself to enable lossless Ethernet links.
o Mapping between Fibre Channel N_Port Ids (aka FCIDs) and Ethernet MAC address.

The primary purpose of the FCoE protocol is for traffic destined for FC/FCoE storage area networks (SANS).
FCoE enables cable reduction due to converged networking possibilities. To achieve these goals three
hardware components must be in place.

e Converged network adapters (CNAS)
e Lossless Ethernet links (via DCB extensions)
e An FCoE-capable switch, typically referred to as a Fibre Channel Forwarder (FCF)

A Fibre Channel Initialization Protocol (FIP) Snooping Bridge (FSB) is a fourth optional component which can
be introduced and still allow full FCoE functionality. In traditional Fibre Channel networks, FC switches are
considered trusted, while other FC devices must log directly into the switch before they can communicate with
the rest of the fabric. This login process is accomplished through a protocol called FIP which operates at L2
for end point discovery and fabric association. With FCoE an Ethernet bridge typically exists between the End
Node (ENode) and the FCF. This bridge prevents a FIP session from properly establishing. To allow ENodes
the ability to login to the FCF, FSB is enabled on the Ethernet Bridge. By snooping on FIP packets during the
discovery and login process, the intermediate bridge can implement data integrity using ACLs that permit
valid FCoE traffic between the Enode and FCF.
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Data Center Bridging (DCB) is a collection of mechanisms that have been added to the existing Ethernet
protocol. These mechanisms allow Ethernet to become lossless which is a prerequisite for FCoE. The three
additions are:

e Priority-based Flow Control (PFC) (IEEE 802.1Qbb)
e Enhanced Transmission Selection (ETS) (IEEE P802.1Qaz)
e Data Center Ethernet Bridging Capability Exchange Protocol (DCBX)
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FN IOM Dell Blade 1/O Manager GUI

In previous versions of the Dell Networking Operation System (DNOS), the FN410S, FN410T, and FN2210S
IOMs were only configurable via CLI. Now, with DNOS 9.10 these FN IOMs can be configured for most
common deployments with an easy to use GUI application. The new Dell Blade 1/0O Manager GUI application
allows IT administrators to configure features and perform tasks such as:

Configuring modes, combo ports, account credentials, SNMP parameters, uplink failure detection
and NTP through the Initial Setup Wizard

Viewing logs and alerts and configuring settings for viewing logs and alerts

Viewing port settings and configuring port settings, uplink ports, uplink failure detection, and combo
port settings

Assigning VLANSs, Configuring LAGs, IGMP, Port Mirroring, Fibre Channel, iSCSI, and DCB
Configuring TACACS+, RADIUS, AAA

Configuring FN IOM users and passwords

Configuring Broadcast Storm Control

Configuring Auto LAG

Configuring the default VLAN

Configuring NTP servers

Rebooting the FN IOM

The features listed above allow IT administrators to quickly deploy the FX2 FN IOMs in many data center
environments. The Dell Blade I/O Manager can be launched from the FX2 CMC GUI or by typing the
management IP address of the FN IOM into a browser with a port number of 8081.
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To launch from the FX2 CMC GUI, go to the I/O Module Overview page and click the Launch I/O Module
GUI button (Figure 45).

Management Controller Enterprise Support | About | Log Out

CMC-GEXH942 Properties Sefup Power Troubleshoofing Update
PowerEdge FX2s
root, Administrator Status
B Chassis Overview 2
Crassis Controller /0 Module Status & C 7
B Server Overview
N WIN-PJ4LIGBB6TB Power
Slot Health  Fabric Name Launch 'O Madule GUI Mode Role Status Service Tag
10 GhE Dell PowerEdge FN
Al KR 4105 10M Launch /O Module GUI|  Standalone = Standalone  On 0000000
— [ IO Module Overview
1= 10 GhE Dell PowerEdge FN
¥XT 10 GbE KR A2 KR 4105 10M Launch /0 Module GUI|  Standalone Standalone On 0000000

I¥] 10 GbE KR
PCle Overview

PCle Slot 2
PCle Slot 4
PCle Slot 6
& PCle Slot8
Front Panel
Fans

Power Supplies
Temperature Sensors

Figure 45 FX2 CMC I/0O Module Overview

To launch from a browser, enter the management IP address of the FN IOM and specify port number 8081.
For example: 172.25.210.235:8081.

Either method takes you to the login screen in Figure 46:

Dell Blade I/O Manager

15 Dell Inc. ALL RIGHTS RESERVED

User name: roct

Figure 46 FX2 FN IOM Dell Blade IO Manager login ccreen

Password:
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When the correct account credentials (defaults: user name root, password calvin) are entered into the Dell
Blade 1/0 Manager Login page, the initial Dashboard view displays (Figure 47).

Bl Dell Blade 170 Manager

Bi Dashboard

A Logsand Alerts

O Port Configuration
WL Switching Layer-2
a Security

o Settings

Dashboard

Port Details VLT

g ae

=
2

IOA Information

Properties

Model
Active IOA Mode

IOA Mode After
Reboot

Host Name
Fabric

Unit
Service Tag

System MAC

Dell PowerEdge FN 4105 |OM
vit & Edit

vlt

FNIOM_410S_R190_T... & Edit
Al

o]

N/A

f8:b1:56:6a:ec:9d

Resources
As Of: August 28 2015 3:43 PM

Gb

Bandwidth

Figure 47 Dell Blade I/O Manager dashboard

The Dell Blade 1/0 Manager Dashboard page allows an overall configuration view of the FN IOM, which

includes:

e FNIOM Mode

¢ Management IP address
e Recently logged activity
e Bandwidth utilization

e Detailed Port view
e Detailed mode view (Standalone, VLT, Stacked, Programmable Mux, Full Switch)

The menu choices on the left include Logs and Alerts, Port Configuration (both internal and external),
Switching, Security, and Settings.
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F FN IOM initial out-of-box configuration and default settings

This section applies to the Dell PowerEdge FN I/O Module (FN IOM) in Standalone mode. Modules covered
by this section include FN410S, FN410T, and FN2210S (applicable to ports in Ethernet mode only). This
section provides configuration examples for common upstream switches to establish a functional uplink and
bring up network ports on PowerEdge FC-Series servers (FC830, FC630, FC430, FC620, and FC420) in
three easy steps:

1. Ensure the FN IOM is in Standalone Mode
2. Create an LACP LAG on the upstream top-of-rack (ToR) switch
3. Verify the connection

By default, the FN IOM is shipped from the factory in Standalone Mode, which consists of the following default
settings:

Table 13 Standalone mode default settings

Setting Default Value

Chassis Management Controller Configuration Yes

Stacking and VLT Disabled

Data Center Bridging Exchange Protocol (DCBX) Enabled

FIP Snooping Bridge (FSB) Enabled on FN410S and FN410T
Disabled on FN2210S

NPIV Proxy Gateway Mode (NPG) Enabled in FN2210S
Disabled on FN410S and FN410T

iISCSI Optimization Enabled

Broadcast Storm Control Enabled

Internet Group Management Protocol (IGMP) Flood | Enabled

Restrict

Network Time Protocol (NTP) Enabled

Enable and Disable ports All ports enabled by default.
Disable ports via Command Line Interface

Uplink Failure Detection (UFD) Enabled

TACACS+/RADIUS (AAA Auth/Acct; Auth coming Disabled

up)

DHCP Enabled in client only mode

Internet Group Management Protocol (IGMP) v2 Enabled

and v3

Auto LACP LAG Enabled on all ports (Uplink created by default
based on LACP PDU)

VLANS All server and uplink ports are in all VLANs

By default, network ports on the PowerEdge FC-Series servers installed in the FX2 chassis are down until the
uplink port channel is operational on the FN IOM. This is due to a feature called Uplink Failure Detection
whereby, when upstream connectivity fails, the FN IOM disables the downstream links.

Note: For more information on Uplink Failure Detection and all other configuration settings, see the Dell
PowerEdge FN 1/0 Module Configuration Guide.
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F.1 Interface and port channel configuration on the upstream switch

This step provides the commands used to configure port channels on common upstream switches that may
be connected to the FN IOM (Figure 48).

FX2 Chassis

switch

C Port Channel >

Figure 48 Interface and port channel view

Note: The diagram above (Figure 48) is applicable to the FN410S and FN410T. If you are using the
FN2210S in its default configuration, you only use Ethernet ports Te 0/11 and Te 0/12 in the uplink port
channel since ports Te 0/9 and Te 0/10 have been replaced by Fibre Channel ports. Ports 0/9 and 0/10 can
be converted to Ethernet ports if desired by typing the command:

stack-unit 0 port-group 0 portmode ethernet

By default on the FN I0M, the external Ethernet ports are preconfigured in port channel 128 with LACP
enabled. Port channel 128 is in hybrid (trunk) mode.

In order for the downstream (server) ports on the FN IOM to come up, port channel 128 must be up. Port
channel 128 comes up when connected to a properly configured port channel on an upstream switch.

To accomplish this, start by connecting any combination of the FN IOM’s external Ethernet ports (ports
Te 0/9-12) to the upstream switch. The port channel may have a minimum of one and a maximum of four
links. Configure a port channel on your upstream switch as shown in the following examples.
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Upstream switch configuration examples

Note the following when configuring the upstream switch:

¢ No configuration is required on the FN IOM by default. All configuration is done on the upstream

switch.

e In each example, four interfaces are configured in the port channel. You only need to configure as
many interfaces as you have connected. Change the port numbers shown to match your switch.

¢ Any valid ID number can be used for the port channel number on the upstream switch. The examples
below use port channel 128 except for the Cisco Nexus. On the Nexus, 128 is reserved so 10 has

been assigned instead.

Dell Networking OS 9.X

S4810 (conf) #interface range tengigabitethernet 0/1-4
S4810 (conf-if-te-0/1) #no shut

S4810 (conf-if-te-0/1) #port-channel-protocol lacp

S4810 (conf-if-te-0/1-lacp) #port-channel 128 mode active

54810 (conf) #interface port-channel 128
54810 (conf-if-po-128) #portmode hybrid
S4810 (conf-if-po-128) #switchport

54810 (conf-if-po-128) #no shut

Figure 49 Dell Networking S4810 port channel configuration

Arista 4.X

Arista(config) #interface Ethernet 21-24
Arista(config-if-Et21-24) #switchport mode trunk
Arista(config-if-Et21-24) #channel-group 128 mode active

Arista(config-if-Et21-24) #no shut

Arista(config) #int port-Channel 128
Arista(config-if-Pol28) #switchport mode trunk

Arista(config-if-Pol28) #no shut

Figure 50 Arista 7050Q-16 port channel configuration
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Cisco NX-OS Release 7

Nx5548 (config) # interface Ethernet 1/1-4
Nx5548 (config-if-range) # switchport mode trunk
Nx5548 (config-if-range) # channel-group 10 mode active

Nx5548 (config-if-range)# no shut

Nx5548 (config-if-range)# interface port-channel 10
Nx5548 (config-if) # switchport mode trunk
Nx5548 (config-if) # no shut

Figure 51 Cisco Nexus 5548 port channel configuration

Brocade Network OS 4.X

VDX (config) # interface TenGigabitEthernet 10/0/1-4
VDX (conf-if-te-10/0/1-4) # channel-group 128 mode active type standard
VDX (conf-if-te-10/0/1-4) # no shut

VDX (config) # interface Port-channel 128
VDX (config-Port-channel-128) # switchport
VDX (config-Port-channel-128) # switchport mode trunk

VDX (config-Port-channel-128) # no shut

Figure 52 Brocade VDX6730 port channel configuration
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Configuration verification

When the port channel of the upstream switch has been properly configured, the port channel on the FN IOM
comes up. A series of messages logged on the FN IOM indicate that port channel 128 is up and ports

connected to the servers downstream have been brought up as well:

Changed interface state to up: Po 128

..etc.

Downstream interface cleared from UFD error-disabled:
Downstream interface cleared from UFD error-disabled:
Downstream interface cleared from UFD error-disabled:

Te 0/1
Te 0/2
Te 0/3

Figure 53 Port channel 128 informational message

You may also run the following commands to verify the status:

Dell#show interfaces port-channel 128
Port-channel 128 is up, line protocol is up

Figure 54 Port channel 128 show command

Dell#shows uplink-state-group
Uplink State Group: 1 Status: Enabled, Up

Figure 55 Uplink state group show command
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The Blade I/O Manager GUI has a View LAG Membership feature (Figure 56) that is equivalent to the CLI
show interfaces port-channel 128 command (Figure 54). This feature can be accessed by going to
Switching Layer-2 > View LAG Membership. A healthy LAG can also be viewed from the main Switching
Layer-2 page.

LAG Membership

Filter By: [ All j

Connection Minimum Links Members LAG Port Channel Status

uplink T - 11Ul ous

Members
Active [A], Inactive [I], Standby [S], Fallback [F], DownlD]

Figure 56 Dell Blade I1/0O Manager LAG membership
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G Support and feedback

Contacting Technical Support

Support Contact Information Web: http://Support.Dell.com/
Telephone: USA: 1-800-945-3355
Feedback for this document

We encourage readers of this publication to provide feedback on the quality and usefulness of this
deployment guide by sending an email to Dell Networking Solutions@Dell.com

About Dell EMC

Dell EMC is a worldwide leader in data center and campus solutions, which includes the manufacturing and
distribution of servers, network switches, storage devices, personal computers, and related hardware and
software. For more information on these and other products, please visit the Dell EMC website at
http://www.dell.com.
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Introduction

This paper covers firmware update and configuration of the Emulex OCm14102-U2-D Converged Network
Adapter (CNA) in a Dell PowerEdge Server for use in a converged Ethernet/FCoE network. It does not cover
FCoE Boot from SAN or an iSCSI environment.

Note: Most screenshots in this document show a PowerEdge 12t generation server (M620) with a single
Emulex OCm14102-U2-D dual-port adapter installed. The same steps apply to PowerEdge 13" generation
servers (M630, FC630, etc.) and can be extended to cover servers containing multiple Emulex OCm14102-
U2 or OCm14102-U4 adapters.

This paper is intended to supplement Dell FN 1/0O Module, M I/O Aggregator, and MXL switch deployment
guides.
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Emulex Firmware Update
Dell recommends ensuring your Emulex firmware is up to date. The Dell Lifecycle Controller can be used to
view and update your firmware.

Note: There are numerous ways to update your firmware including via the iDRAC, Lifecycle Controller
scripting, the Dell Server Update Utility, or running an update package within a supported operating system.
This example covers a simple method using a USB flash drive with no operating system required.

Boot the system and press F10 to enter the Dell Lifecycle Controller:

wwk .dell .com

PowerEdge M620

BIOS Revision 2.4.3

Figure 1 Select F10 to enter Lifecycle Controller
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In the Lifecycle Controller, go to Firmware Update > View Current Versions. Locate the Emulex adapter(s)
and note the firmware version currently installed:

Firmware Update

View Current Versions

omponent Name Version Date and Tme

Figure 2  View Current Versions Page — Single Emulex Dual-port Adapter installed

Determine if a newer version of Emulex firmware is available by going to www.dell.com/support. Enter the
service tag of your Dell PowerEdge server or browse for your server model. Either method will take you to the
Dell Product Support page for your server.

On the Product Support page, select Drivers & Downloads then select a Windows Server operating
system, such as Windows Server 2012 R2, from the drop down menu (regardless of the operating system
installed or planned for your server). The Lifecycle Controller is OS independent and only uses update
packages in Windows .exe format.

ntact Us Premier Login

@ Shop Support Community My Account

Product Support

ll PowerEdge M620

~) Manuak ¥) Warrant ¥) Syste

Support topics &

Get to know Windows 2012
articles

Drivers & downloads ‘ I

Optimize your system with drivers and updates. m

how o get the most out of your Windows System

Explore new feature:
earn more

Getting started

Operating System3yMS Windovs Server 2012 R2/5P |w Change O

Parts & accessories

Refine your results:
Category importance

Figure 3  Product Support Page — Windows Operating System Selected
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Scroll down the page to the Fibre Channel section and expand it to locate the current Emulex Network and
Fibre Channel Adapter firmware package:

These drivers and dov/nloads match your selections.

2

Al |
BIOS (1 file)

Chassis System Management (1 file)

oYolk

oYlc

Chipset (1 file)
CPLD (1 file)

Diagnostics (3 files)

MONC;

Drivers for OS Deployment (1 file)

G

4

Embedded Server Management (2 files)

el (9 files)

OJC

Firmware (2 files)

Figure 4  Fibre Channel Files

If a newer version is available, download the update package from the web site and copy it to a USB flash
drive. Note the full path and file name used on the USB drive since it will need to be entered into the Lifecycle

Controller. Update package file names can be lengthy, so it may be helpful to rename the package something
simple while keeping the .exe extension, such as update.exe.

Insert the USB flash drive into a USB port on the server and return to the Firmware Update page in the
Lifecycle Controller of your server. A server reboot should not be necessary.

Select Launch Firmware Update:

Lifecycle Controller | Unified Server Configurator

Help | About | Exit

Fore Firmware Update
Lifecycle Log
Firmware Update Use the Firmware Update page to perform or rolback an update, or to view the current firmware versions.
Hardware Configuration LT
0OS Deployment -
Launch Firmware Rolback

Platform Restore

View Current Versions
Hardware Diagnostics S
Settings

System Setup

Figure 5 Lifecycle Controller - Launch Firmware Update
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Select Local Drive (CD or DVD or USB) and click Next:

Lifecycle Controller | Unified Server Configurator

Help | About | Exit

Select Dpciate Repostory ( Firmware Update: Launch Firmware Update

Step 10f 3: Select Update Repository
Select the repository location for the catalog and update packages.

O FTP Server

@ [Local Drive{CD or DVD or USB})

O Network Share

0 IMake sure the network connection is not disconnected during firmware update.

Figure 6  Local Drive Selected

Select the Local Drive containing the USB flash drive, enter the full path and filename of the package on

the USB flash drive, and click Next:

Lifecycle Controller | Unified Server Configurator

Help | About | Exit

e P RSy Y { Firmware Update: Launch Firmware Update

Enter Access Details
Step 2 of 3: Enter Access Details

Select the local drive.

[JCS_16GB (Front USB 1)

Local Drive

File Path or Update Package

Path [\downloadsiupdate.exe

Cancel

Figure 7 Path to Update Package Entered
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On the Select Updates page, make sure all Emulex ports are selected and click Apply:

Lifecycle Controller | Unified Server Configurator

Select Update Repository v | Firmware Update: Launch Firmware Update

Enter Access Details v

Select Updates Step 3 of 3: Select Updates

Use the table to select available updates.
Release Date: 2014-09-04
Source: USB or CD or DVD (JCS_16GB (Front USB 1yidownloads\update.exe)

Available System Updates

Component Current Avalable
¥ Emulex OCm14102-U2-D - 00:90:FAST1A34 0103.10 0104.02
¥ Emulex OCm14102-U2-D - 00:90:FAST:1A:38 0103.10 0104.02

6 Systemn wil reboot after selected updates are applied.

EZE EEEETE

Figure 8  All Emulex Ports Selected

The update will take a few minutes and the system will automatically reboot and return to the Lifecycle
Controller when done.

In the Lifecycle Controller, select Firmware Update > View Current Versions to verify the update has taken

effect:

@ Lifecycle Controller | Unified Server Configurator

Firmware Update

View Current Versions
Component Name Version Date and Tme
BIOS
BP12G+0:1

20.1.0-0002
K516
K5%
10.7

Figure 9  Updated Firmware Version

Exit the Lifecycle Controller.
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3 Configuring the Emulex Adapter for FCoE

Boot the server and press F2 to go into Dell System Setup:

= System Setup]

F10 = LifecycTe Con
F11 = BIOS Boot Manager
F12 = PXE Boot

www .dell .com
PowerEdge M620

BIOS Revision 2.4.3

Figure 10 Select F2 to Enter System Setup

Select Device Settings on the System Setup Main Menu:

Systemn Setup

System Setup Main Menu

System BIOS

IDRAC Settings

Device Settings

” Select to configure device settings

Figure 11 Device Settings Selected
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3.1 Configure Emulex Port 1

Select Port 1 of the Emulex adapter:

System Setup

Device Settings

Integrated RAID Controller 1: Del PERC <PERC H310 Mini=> Configuration Utiiity

Integrated NIC 1Port 1: Emulex OCm14102-U2-D - 00:90:F A5 11A:34

Integrated NIC 1Port 2: Emulex OCm14102-U2-D - 00:90:FA51:14:38

NOTE: Only devices which conform to the Human Interface Infrastructure (HI) in the UEFI Specification are
displayed in this menu.

0 Enter to Configure Emulex NICs

Figure 12 Emulex Port 1 Selected

The Main Configuration Page for Port 1 opens. If the current settings of the Emulex adapter are in an
unknown state, Dell recommends resetting to the factory default settings by clicking the Default button at the
bottom right corner of the page:

Integrated NIC 1 Port 1: Emulex OCm14102-U2-D - 00:30:FA:511A:34

Main Configuration Page
Firmware Image Properties =
NIC Configuration
Device Level Configuration
Virtuaization Mode @ None O NPar O SR-IOV
IC Mode @ i oD
Bink LEDs )
Device Name Emuex OneConnect OCm14102-U2-D 2-port 10GbE bNDC CNA
Chp Type Skyhawk Revision B0
PClDevice D 0720
PCl Address 0t00:00
Link Status Disconnected

” View and Configure global device level parameters such as SR-IOV and EVB support.

Figure 13  Select Default
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Acknowledge the confirmation dialog boxes to apply the default settings.

To use the same physical port on the Emulex adapter for both FCoE and standard Ethernet traffic, NPar (NIC
partitioning) must be enabled and configured.

If your screen looks like Figure 14, Change Virtualization Mode from None to NPar:

em Setup

‘ Integrated NIC 1 Port 1: Emulex OCm14102-U2-D - 00:90:F A:511A:34
Main Configuration Page

Firmware Image Properties =
FCoE Configuration

NIC Configuration

ISCSI Configuration
Device Level Configuration

NIC Partitioning Configuration

Virtualization Mode

O SRIOV

NIC Mode

Blink LEDs —
Device Name Emulex OneConnect OCrm14102-U2-D 2-port 10GbE bNDC CNA
Chip Type Skyhawk Revision BO

” Identify the physical network port by blinking the associated LED. Range is 0 -15 seconds.

Figure 14 NPar Selected
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If your screen looks like Figure 15, first select Device Level Configuration then change Virtualization Mode

from None to NPar (Figure 16) then click Back:

Help | About | Exit

Integrated NIC 1 Port 1: Emulex OCm14102-U4-D - 00:90:F A:87:1E:E6

Main Configuration Page

Firmware Image Propertiss
MIC Configuration

Device Level Configuration

MNIC Mode @ Enabled © Disabled

NIC + RDMA Mode 1 Enabled @ Disabled

Blink LEDs 15

Device Name Emulex OneConnect OCm14102-U4-D 2-port 10GbE bNDC CNA

Chip Type AE100 Revision P1

PClDevice ID 0720

PCl Address 01:00:00 | |
Link Status Connected

e Yiew and configure global device level parameters such as Virtualization Wods.

Help | About | Exit

Integrated NIC 1 Port 1: Emulex OCm14102-U4-D - 00:90:FA:87:1E:E6

Main Configuration Page « Device Level Configuration

Virtualization Mode O Mone ® O SRAOV
NParEP Mode © Enabled @ Disabled
RDA Application Profile @® RoCE 2 o RoCE1

0 Specify the type of virtualization used by the controller on all ports.

Figure 16 Alternate Screen: Then Select NPar
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Note: Enabling NPar brings up additional configuration options, including a menu item labeled FCoE
Configuration. The FCoE Configuration menu is for configuring boot from SAN settings and is otherwise not
applicable.

NIC Partitioning can split each physical port on the adapter into as many as four partitions, or virtual ports.

Select NIC Partitioning Configuration:

Integrated NIC 1 Port 1: Emulex OCm14102-U2-D - 00:90:FA:511A:34

Main Configuration Page

Firmwiare Image Properties
FCoE Configuration

MNC Configuration

ISCSI Configuration

Device Level Configuration

NC Partitioning Configuration

Wirtualization Mode ) None @ NPar 0 SRIOY

MNIC Mode @® Enabled O Disabled

Blink LEDs o -
Device Name Emulex OneConnect OCrmi4102-L12-D 2-port 10GbE bNDC CNA

Chip Type Skyhawk Revision BO

|

% “ Configure functionalty of NIC partitions {e.g. NIC, iSCSI Offload, FCoE), and view assigned acdresses.
|

|

Figure 17 NIC Partitioning Configuration

Select Partition 1 Configuration:

Integrated NIC 1 Port 1 Emulex OCm14102-U2-D - 00:90:F A:511A:34

Main Configuration Page « NIC Partitioning Configuration

Global Bandwidth Alocation

MNIC Partitioning Enabled
Partition 1 Enabled
Partition 2 Enabled
Partition 3 Disabled
Partition 4 Disabled

Partition 1 Configuration
Partition 2 Configuration
Prartition 3 Configuration

Partition 4 Configuration

T
=

% ” Canfigure partition functionality (e.g., NIC, iISCSI Offload, FCoE), and view assigned addresses.
|

L

Figure 18 Partition 1 Configuration
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Verify NIC Mode is Enabled on Partition 1 and click Back:

Integrated NIC 1 Port 1. Emulex OCm14102-U2-D - 00:90:F A:51:1A:34

Main Configuration Page » NIC Partitioning Configuration « Partition 1 Configuration

MNIC Mode Enabled

PCl Devica D 0720

PCl Address 01:00:00

MAC Address 0090FASTIARS
Virtual MAC Address 00B0FASTIARS

Figure 19 NIC Mode Enabled on Partition 1

Select Partition 2 Configuration:

Integrated NIC 1 Port 1 Emulex OCmi4102-U2-D - 00:90:F A:511A:34

Main Configuration Page » NIC Partitioning Configuration

Global Banchwidth Allocation

MIC Partitioning Enabled
Partition 1 Enabled
Partition 2 Enabled
Partition 3 Disabled
Partition 4 Disatled

Partition 1 Configuration
Fartition 2 Configuration
Partition 3 Configuration

Partition 4 Configuration

0 Configure partition functionality {e.g., NIC, ISCS| Offload, FCoE), and vievr assigned addresses.

Figure 20 Partition 2 Configuration

Emulex OCm14102 CNA Configuration — Pamphlet for FN IOM, M IOA, and MXL Deployment Guides | ver 1.2

DELLEMC





Enable FCoE Mode on Partition 2. NIC Mode and iSCSI Offload Mode will automatically become Disabled:

Integrated NIC 1 Port 1. Emulex OCm14102-U2-D - 00:90:F A:51:1A:34

Main Configuration Page » NIC Partitioning Configuration + Partition 2 Configuration

MNC Mode ¢ Engbled @ [Disabled| =]
I5CSl Offload Mode > Enabled @ Disabled
FCoE Wode @ Enabled > Disabled
PCl Device D 0724
PCl Address 01:00:02
MAC Address 0090FASTIASS
FIP MAC Address D0:S0FASTIAZS
Virtual MAC Address 0090FASTIASS
Virtual ISCS Offload MAC Addrass e QOGO ASTIAZS
Virtual FIP MAC Address D0:90FASTIAZS -
World Wide Node Name 2000:00:00F ASTIARE
=

Figure 21 FCoE Mode Enabled on Partition 2

The World Wide Port Name of the FCoE partition can also be viewed on this page by scrolling down. This
information is required when configuring zoning on your switch. Note this information then click Back:

Integrated MIC 1 Port t Emulex OCmidi02-U2-D - DE0FASTIAY

Main Configuration Page - MC Partitioning Configuration - Partition 2 Configuration

Pl Addess
WAL Adcress

S0S CPfoad MAC Addis

FIP MAC A
virtua MAC Address S A
riul (505 Ctficed MAC Addriss (O A R IACHS

R B A

Y

T ASTAS

D AT TS

Figure 22 FCoE World Wide Port Name
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Select Partition 3 Configuration:

Integrated NIC 1 Port 1. Emulex OCm14102-U2-D - 00:90:F A:51:1A:34

Main Configuration Page » NIC Partitioning Configuration

Global Bandwidth Alocation

MIC Partitioning Enabled
Partition 1 Enabled
Partition 2 Enabled
Partition 2 Disatled
Partition 4 Disabled

Partition 1 Configuration
Partition 2 Configuration
Partition 3 Configuration

Partition 4 Configuration

T
| =

i 0 Configure partition functionality {e.g., NIC, iISCS| Offload, FCoE), and vievr assigned addresses.
|

|

Figure 23 Partition 3 Configuration

Disable all modes on Patrtition 3 and click Back:

Integrated NIC 1 Port 1 Emulex OCmi4102-U2-D - 00:90:F A:511A:34

Main Configuration Page » NIC Partitioning Configuration - Partition 3 Configuration

MNIC Mode > Enabled @ Disabled 1=
I5CSI Offload Mode O Engbled @ Disabled
FCoE Wode O Enabled @ Disabled
PCl Device D 0720
PCl Address 0100:04
MAC Address 0090FASTIAZE
I5CS| Offioad MAC Address 00:B0FASTIAZE
FIP MAC Address 0090FASTIAZE
Virtual MAC Adcress 0090FASTIAZE
Virtual ISCS| Offload MAC Address O0:B0FASTIAZE
Virtual FIP MAC Address 0090FASTIAZE m
World Wide Node Name 00:00:00:00:00:00:00:00
=]

Figure 24  All Modes Disabled on Partition 3
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Repeat the above to disable all modes on Partition 4 as well.

When Partitioning is complete, the NIC Partitioning Configuration Page should show Partitions 1 and 2 are
Enabled and Partitions 3 and 4 are Disabled as follows:

Help | About | Exit

Integrated NIC 1 Port 1: Emulex OCm14102-U2-D - 00:90:F A:511A:34

Main Configuration Page « NIC Partitioning Configuration

Global Bandwidth Allocation

NIC Partitioning Enabled
Partition 1 Enabled
Partition 2 Enabled
Partition 3 Disabled
Partition 4 Disabled

Partition 1 Configuration
Partition 2 Configuration

Partition 3 Configuration

Partition 4 Configuration

Figure 25 NIC Partitioning Complete

Partition 1 has been Enabled as a standard Ethernet port and Partition 2 has been Enabled as an FCoE port.
Click Back > Finish > and acknowledge all dialog boxes to save the changes.

After clicking OK on the Settings Saved Successfully message, you will be returned to the Device Settings
page where Port 2 can be configured.

3.2 Configure Emulex Port 2
On the Device Settings page, select Emulex Port 2 and repeat the preceding steps done in the Configure
Emulex Port 1 section for Port 2.

Once Ports 1 and 2 have been configured, acknowledge any messages to save the configuration and exit
System Setup. Allow the server to reboot.
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4.1

Emulex Drivers and OneCommand Manager Application

This section covers downloading and installing Emulex drivers and software in a Windows Server 2012 R2
operating system running on your PowerEdge server. This adapter is also supported on other versions of
Windows Server 2012 and Windows Server 2008.

Download Software

The latest Emulex drivers and software are available at www.dell.com/support. Enter the service tag of your
Dell PowerEdge server or browse for your server model. Either method will take you to the Dell Product
Support Page for your server.

On the Product Support page, select Drivers & Downloads, then select your Operating System:

Contact Us Premier Login

@ Shop  Support Community My Account

Product Support

PowerEdge M620
View a different product

(® Manuals (® warranty (® system configuration

Support topics &

: Get to know Windows 2012
articles Explore new features and learn how to get the most out of your Windows System

I Learn more
Drivers & downloads

: Optimize your system with drivers and updates. B
Getting started

A Operating System(‘wge os
Parts & accessories

Refine your results:
Category Importance
—

Figure 26 Drivers & Downloads and Windows Server 2012 R2 Selected
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Scroll down to Fibre Channel and expand it to locate and download the current Emulex Drivers and Software
Application package:

These drivers and dov/nloads match your selections.
Show All |

® BIOS (1 file)

@ Chassis System Management (1 file)

@ Chipset (1 file)

@ CPLD (1 file)

@ Diagnostics (3 files)

@ Drivers for OS Deployment (1 file)

@ Embedded Server Management (2 files)

| @ Fibre Channel (9 files) I

@ Firmware (2 files)

Figure 27 Fibre Channel Files on Dell Support Site

4.2 Software Installation

Run the Emulex Drivers and Software Application package executable in the Windows operating system on
your server and click Install:

@ Update Package X

Emulex Network and Fiber Channel Adapter i ]

Drivers and Software Application.
v8.2.30 (A00-00) July 02, 2014

Install or update your system with this software INSTALL
Only extract contents of software update EXTRACT

© Dell Inc. All rights reserved

Figure 28 Emulex Drivers and Software Application Installation
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When installing the package, be sure the Drivers and Management - Graphical Interface options are
selected and click Install:

Custom Setup
Select the program features you want installed.

Click on an icon in the list below to change how a feature is installed.

3 <] Drivers Feature Description
5. Management

=3 v | Command Line Interface

=5

Graphical Interface

This feature requires OKB on
your hard drive. It has 2 of 2
subfeatures selected. The
subfeatures require 139MB on
your hard drive.

C:\Program Files\Emulex\

InstallShield

Figure 29 Emulex Install Options

Make any desired changes to the OneCommand Manager Management Mode (defaults are typical) and
click OK:

Select the modes you would like to run in OneCommand™ Manager.

mode ~TCP/IP Mode
¢ Secure Management ¥ Enable TCP/IP Management (from remote hosts)
Allows the User's role-based permissions to determine the . Warning: This port number is used by dient and
Management Mode. ptienbe I 23555 remote hosts. It must be same on all hosts.

I™ Register this host with specific management host
teqistration

" Strictly Local Management
Only manage the adapters on this host. Management of -Management Hos!
adapters on this host from other hosts is not allowed.

Mgrit. Host Ad
(¢ Local Management Plus (remote access from other hosts)
Only manage the adapters on this host. Management of I Exclude managemenit of this host from any other host.
adapters on this host from other hosts is allowed.

" Full Management
Manage the adapters on this host and other hosts that allow it. - "
Management of the adapters on this host from another hostis I Read-only operation (no active management allowed)
allowed.

[V Allow users to change mode in OneC d™ Manager
" Management Host (no remote access from other hosts)
the adapters on this host and other hosts that allow it.
Management of the adapters on this host from another host is

not allowed. E

Figure 30 OneCommand Manager Management Mode Options

Acknowledge any remaining dialog boxes to complete the Drivers and Software Application installation.
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4.3 Launch OneCommand Manager

Launch OneCommand Manager in Windows. If NIC Partitioning has been configured as described in Section
3, you should see exactly one NIC partition and one FCoE partition under each physical port:

& OneCommand™ Manager (Local-Only)
File Edit View Port Discovery Batch Help

l“ic All v Find Host: v ’3

éz Discovery Information

=] ‘-! WIN-HDSIJ8C3GCM
[=}-§#) OCm14102-U2-D

[=l-=fs Port 1

Hosts: 1
--Mi- 00-00-FA-51-1A-34
- FEE 10:00:00:90:FA:51: 1A:3 Adapters: 1
=)= Port 2
--Mi 00-90-FA-51-1A-38 Physical Ports: 2

; %‘E 10:00:00:90:FA:51:1A:39

Function Summary

NIC Functions:

NIC+RoCE Functions: 0
FC/FCoE

FC Functions: 0

FCoE Functions: 2

FC Targets: 0

Figure 31 OneCommand Manager Partitions configured - Single Emulex Dual-port Adapter installed

OneCommand Manager can also be used to identify the FCoE Port WWNSs for each patrtition. This information
will be used in the zoning configuration of your FCF switch. The Port WWNSs will also be used on your FC
storage array when mapping LUNSs to initiators.

In the example above, the FCoE Port WWNs are:
Port 1 - 10:00:00:90:fa:51:1a:35

Port 2 - 10:00:00:90:fa:51:1a:39
The two NIC partitions for non-FCoE traffic are shown with their MAC addresses:

Port 1 — 00-90-FA-51-1A-34

Port 2 — 00-90-FA-51-1A-38
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The NIC partitions appear to the Windows Operating System as physical adapters, and can be configured in
Windows accordingly.

This concludes the Emulex OCm14102 network adapter configuration for use in a converged Ethernet/FCoE
network.
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Contacting Technical Support

Support Contact Information Web: http://Support.Dell.com/

Telephone: USA: 1-800-945-3355
Feedback for this document

We encourage readers of this publication to provide feedback on the quality and usefulness of this
deployment guide by sending an email to Dell Networking Solutions@Dell.com
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QLogic BCM 578xx network adapter FCoE configuration

steps
This document applies to the QLogic BCM57810 (dual port) and BCM57840 (quad port) converged network
adapters.

Note: The screenshots in this pamphlet are from the BCM57840.

1. While the server is booting, press the <F10> key in order to access the Lifecycle Controller (Figure 1).

Lifecycle Log

Firmware Update

HEECYCLE/CONTROLLEK

Hardware Configuration
0OS Deployment
Platform Restore
Hardware Diagnostics
Settings

System Setup

Figure 1 Lifecycle Controller Home menu
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2. From the Home menu in the Lifecycle Controller, click System Setup, and then click Advanced

Hardware Configuration (Figure 2).

Help | About | Exit

Lifecycle Controller

In i System Setup

|
Lifecycle Log
Use Advanced Hardware Configuration to configure Human Interface Infrastructure (HI) enabled devices such

as BIOS, NICs, and so on.

jRarcuarslConioneation Advanced Hardware Configuration

Firmware Update

0S8 Deployment
Platform Restore
Hardware Diagnostics
Settings

System Setup

Figure 2 Lifecycle Controller System Setup menu

3. Click Device Settings (Figure 3).

System Setup

System Setup Main Menu

System BIOS
DRAC Settngs

Device Settings

“ Selact 1o configwre device sellings

Figure 3 ~ Systems Setup — main menu
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In these steps the adapter and port (Figure 4) configured is:

Integrated NIC 1 Port 1:QLogic 577xx/578xx 10 Gb Ethernet BCM57840 — D0:43:1E:AC:8B:E1

System Setup

Device Settings

Integrated RAD Controler T Del PERC <PERC H720P Sim=> Configuration Utility

Integrated NIC 1Port 't QLogic 577x¢/578xx 10 Gb Ethernet BCM57840 - DO: 43 IE:ACBBET

Integrated NIC 1Port 2: QLogic 5TNHod578xx 10 Gb Ethernet BCM57840 - D043 E:ACSBES

Integrated NIC 1Port 3: QLogic 5TNHod5T8xx 10 Gb Ethernet BCMST840 - DO:A3TEACSCES

Integrated NIC 1Port 4: QLogic 577x0d/578xx 10 Gb Ethernet BCMS7840 - DI:43.E:

C:8CB8

Please note: Onty devices which conform to the Human Interface Infrastructure (HI) in the UEFI Specification are
displayed in this menu.

“ Configure Dewvice Parameters,

Figure 4 Device Settings page

4. Click on the device to enter the Main Configuration Page.
5. In the Main Configuration Page, select FCoE Configuration (Figure 5).

| Integrated NIC 1 Port 1: QLogic 577xx/578xx 10 Gb Ethernet BCM57840 - D0:43:1E:AC:8B:E1

Main Configuration Page

Firmware Image Properties
Device Level Configuration

NIC Configuration

Configuration

FCoE Configuration

Bink LEDs 0

Chip Type BCM57340 BO
PClI Device D 1BA1

PCl Address — - 00000

Link Status - - Connected

o Configure FCoE boot parameters,

Figure 5  Main Configuration Page — QLogic FCoE
6. Connect should be set to Enabled (Figure 6).
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Integrated NIC 1 Port 1 QLogic 577xx/578xx 10 Gb Ethernet BCM57840 - D0:43:1E:AC:8BE1

Main Configuration Page « FCoE Configuration

Main Configuration Page > FCoE Boot Configuration Menu

Qlogic 577xxi578xx 10 Gb Ethernet BCM57840 - D0:431E:AC:8B:E1

FCoE Generd Parameters

Connect O Disabled @ Enabled
World Wide Port Name Target - - 00:00:00:00:00:00:00:00
Boot LUN 0

” Configure FCoE general boot parameters.

Figure 6 QLogic FCoE Configuration Menu

7. Click Back > Finish and save the changes if applicable.
8. You will be returned the Device Settings page (Figure 4). Repeat for remaining ports as applicable.
9. When done, exit System Setup and allow the server to boot.

For reference, the following are screenshots showing the settings that were used in testing the FCoE function
of the QLogic BCM578xx.

Help | About | Exit

Integrated NIC 1 Port 1: QLogic 577xx/578xx 10 Gb Ethernet BCM57840 - D0:43:1E:AC:8B:E1

Main Configuration Page « FCoE Configuration « FCoE General Parameters

Main Configuration Page > FCoE Boot Configuration Menu > FCoE General Parameters

QLogic 577xx/578xx 10 Gb Ethernet BCM57840 - DO:43:1E:AC:8BE1

Boot to FCoE Target @ © Enabled © One Time Disabled
Target as First HDD @ Disabled © Enabled

Link Up Delay Time o

LUN Busy Retry Count — - o

Fabric Discovery Retry Count o = \4

“ Enable/Disable booting to FCoE target after logon.
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stem Setup Help | About | Exit

Integrated NIC 1 Port 1: QLogic 577xx/578xx 10 Gb Ethernet BCM57840 - D0:43:1E:AC:8B:E1

Main Configuration Page + iSCSI Configuration « iISCS| General Parameters

Main Configuration Page > iSCSI Configuration > iISCSI| General Parameters =

QLogic 577xx/578xx 10 Gb Ethernet BCM57840 - D0:43:1E:AC:8B:E1
TCP/IP Parameters vig DHCP - evmmicrinn e @ O Enabled
IP Auto-Configuratior @ D led O Enabled
ISCSI Parameters via DHCP -~ = = @ Disabled © Enabled
CHAP Authentication - e = = = = = @ Disabled O Enabled
Boot to Target @ Disabled O Enabled © One Time Disabled
DHCP Vendor ID BRCM ISAN
Link Up Delay Time 0
TCP Timestamp @ Disabled O Enabled
Target as First HDD -~ = e = == = @ Disabled O Enabled —
LUN Busy Retry Count 0

0 Acquire TCP/IP configuration via DHCP.

Help | About | Exit

Integrated NIC 1 Port 1: QLogic 577xx/578xx 10 Gb Ethernet BCM57840 - D0:43:1E:AC:8BE1

Main Configuration Page « iISCSI Configuration « iSCSI First Target Parameters

Main Configuration Page > iSCS| Configuration > iSCSI First Target Parameters

QLogic §77xx/578xx 10 Gb Ethernet BCM57840 - DO:43:1E:AC:8B:E1
Connect

IP Address
TCP Port
(S0 To 4 L0 ———————————————————— (]
ISCSI Name
CHAP ID
CHAP Secret

© Enabled

“ Enable/Disable target establishment.
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Help | About | Exit

Integrated NIC 1 Port 1. QLogic 577xx/578xx 10 Gb Ethernet BCM57840 - D0:43:1E:AC:8B:E1

Main Configuration Page + Device Level Configuration

Main Configuration Page > Device Level Configuration

Virtualization Mode

Number of VFs per PF

Max PF MSI-X Vectors

UEF] BOOT MOQE s

None d

@® UNDI

- Virtualization mode configuration. System must be rebooted in order for changes to take
effect.

Help | About | Exit

Integrated NIC 1 Port 1: QLogic 577xx/578xx 10 Gb Ethernet BCM57840 - D0:43:1E:AC:8BE1

Main Configuration Page « NIC Configuration

Main Configuration Page > NIC Configuration

QLogic 577xxi578xx 10 Gb Ethernet BCM57840 - D0O:43:1E:AC:8BE1

Legacy Boot Protocol

Boot Strap Type

Hide Setup Prompt

Setup Key Stroke

Banner Message Timeout

Link Speed

Wake On LAN

Virtual LAN Mode
Virtual LAN 1D

Boot Retry Count

0 Select a non-UEFI Boot Protocol to be used.

None

Auto Detect

@ Disabled © Enabled
@ Ctrl-S O Ctrl-B

5

@ Auto Negotiated

@ Disabled O Enabled
@ Disabled © Enabled

(XH) &8

No Retry

This concludes the QLogic BRCM 578xx converged network adapter configuration.
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Contacting Technical Support

Support Contact Information Web: http://Support.Dell.com/

Telephone: USA: 1-800-945-3355
Feedback for this document

We encourage readers of this publication to provide feedback on the quality and usefulness of this
deployment guide by sending an email to Dell Networking Solutions@Dell.com
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